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Abstract

Due to its large size, a whole program path (WPP) is stored in compressed form generated using SEQUITUR. The occurrence of an intraprocedural path in the WPP cannot be carried out using existing algorithms due to the path interruption and path context problems. We present an algorithm that addresses the above problems. The complexity of the algorithm is analyzed and experimental data is presented to demonstrate that our algorithm is efficient in practice.

1 Introduction

Data streams with large amounts of data are often stored in compressed form and one of the commonly used compression algorithm is the SEQUITUR algorithm [4]. When the need to search for a pattern in the data stream arises, it is highly desirable to avoid uncompressing the data. Therefore researchers have been developing algorithms for pattern matching that operate on compressed data [1, 2, 5, 9, 10].

This paper addresses the problem of finding an occurrence of a path composed of a sequence of basic blocks, which is the pattern, in a compressed control flow trace. A control flow trace captures the complete execution path taken by a program on a given input in the form of the complete sequence of basic blocks executed by the program. Such traces are collected and mined for subpaths that are commonly followed by the program. This information is useful for both program understanding and optimization because it has been observed that while large programs contain millions of paths, only a few thousand are observed to be taken by the program in practice. Uncompressed control flow traces are very large ranging from hundreds of megabytes for a moderate run up to several gigabytes for a long run. Therefore Larus [3] proposed the use of the SEQUITUR algorithm to compress them. The compressed form of the control flow trace produced by SEQUITUR is referred to as the whole program path (WPP).

Searching for an occurrence of a path in the WPP poses unique challenges. The applications of WPPs require searching for an intraprocedural path. However, if an intraprocedural path contains procedure calls, it is interrupted by paths belonging to called procedures. Moreover, the same path may be generated in different contexts, that is, during the execution of different procedures. This is because each procedure reuses the same basic blocks identifiers.
Therefore due to the path interruption and path context problems, existing algorithms, such as one in [5], are not directly applicable for finding a path in a WPP. In this paper we develop a path matching algorithm that operates on a WPP. We analyze its complexity and present experimental data that shows that our algorithm is efficient in practice.

2 Problem Definition

Of all the different kinds of program traces that exist, the control flow trace is the most commonly used form because of the ease with which it can be collected and the variety of ways in which it can be used. Let us consider the form of the control flow trace.

Consider a program consisting of the main function and several other functions. Each function is represented in the form of a directed graph called the control flow graph (CFG). Each node in a CFG represents a basic block which is a straight line sequence of statements that can be entered only from the beginning and exited only from the end. The edges in a CFG capture the flow of control among basic blocks. The control flow trace consists of a sequence of basic block ids that are executed during one program run from the start to the end. In addition, it also contains indicators that identify entry and exit to a function. An entry is indicated by the appearance of the function name in the control flow trace while the exit point is universally identified by E. Using SEQUITUR a control flow trace is compressed into a WPP. Figure 1 shows an example program, its CFGs, a sample uncompressed control flow trace and the corresponding WPP. The WPP consists of a grammar which generates a single string which is the uncompressed control flow trace.
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(a) Sample Code and its CFG.  
(b) Control Flow Trace and WPP.

Figure 1: An Example.

A WPP may be queried for different kinds of information during program analysis. Here are some examples of typical queries: Does the path B_1B_2B_3 of F_1 appear in this trace?; and How many times does path B_1B_2B_3 of F_1 appear in the trace?; In this paper we will
present a path matching algorithm which can serve as the basis for answering different forms of queries. Specifically the algorithm that we present solves the following path matching problem:

*Find the first occurrence of path P generated by function F in a given WPP.*

The solution to the above path matching must tackle two main problems that are discussed next. These problems distinguish path matching from other pattern matching algorithms in the literature.

- **Path Interruption Problem.** Even if an intraprocedural path is executed, the sequence of block ids on the path may not appear in sequence in the control flow trace. In particular, if the blocks contain function calls, then the sequence will be interrupted by appearance of block ids corresponding to the called functions. For example, the path $B_1B_2B_3$ of function $F_1$ was executed 2 times, but no such sequence appears in the control flow trace.

- **Path Context Problem.** While globally unique block ids could be assigned to the basic blocks, this approach is not taken because the total number of basic blocks is very large and therefore globally unique ids will require a large number of bits. Instead the same block ids are reused within each function of the program. However, this also means that the same sequence of block ids that form a path can be generated by different functions. Therefore in addition to find an appearance of the block ids in a path we must also ensure that this sequence appears in the context of the function of interest. For example, the path $B_1B_2B_3$ can be generated by `main` or function $F_1$.

While it may appear that path interruption problem can be avoided by unwinding the traces, this is not a practical solution. Since unwinding must be performed before compression, the full online nature of SEQUITUR is lost. Moreover, we still must solve the path context problem. Therefore, in this paper, we do not alter the form of the control flow trace; but rather we develop solutions to the above problems.

### 3 Path Matching On Uncompressed Control Flow Trace

While our final objective is to develop an algorithm for path matching that operates on a WPP, we begin by considering path matching in context of an uncompressed control flow trace. By doing this, some insights in how to handle the path interruption and path context problems can be seen.

It is useful to view the complete control flow trace as being composed of control flow subtraces corresponding to individual function invocations. The complexity of path matching arises from the fact that while we are searching for the appearance of a path belonging to a specific function in the control flow subtrace corresponding to a function invocation, the control flow subtraces corresponding to other invocations of the same or different function may be encountered. In fact, at any given point in the complete control flow trace, multiple function invocations can be active. We refer to the control flow subtraces of these active invocations as *active subtraces*. At any point in the complete control flow trace, the trace
preceding the point contains the prefixes of the active subtraces and the trace following the point contains the corresponding suffixes of these active subtraces.

To facilitate the discussion of active subtraces, we associate a nesting level with each entry in the control flow trace. The nesting levels of all members of a subtrace (i.e., the function name, block ids, and the end marker) are the same. Moreover, this nesting level is the same as the nesting level of the corresponding function invocation in the dynamic call graph for the program run. Therefore while scanning a part of the control flow trace we can compute the relative nesting levels of the block ids encountered by incrementing the nesting level when a function name is encountered and decrementing it when an end marker is encountered. It should be noted that at any given point in the complete control flow trace the nesting levels of all active traces are distinct.

Based upon the above notion of nesting level we can state that a control flow subtrace of a function $F$ in the complete control flow trace $T$ has the following properties:

- A subtrace begins with an $F$ and ends at the first $E \in T$ that appears after $F$ such that the nesting levels of $F$ and $E$ are the same (say $nl$).
- A block id $B$ between the above $F$ and $E$ belongs to the subtrace iff its nesting level is also $nl$.
- All occurrences of function names, end markers, and block ids that do not belong to the subtrace corresponding to $F$ and $E$ and appear between $F$ and $E$ in $T$ have nesting levels greater than $nl$.

Traditional pattern matching algorithms (e.g., KMP algorithm) are based upon finite state automata whose states indicate the matching status, that is, how much of the pattern has been seen so far. Path matching will also be based upon a finite state automaton. However, the form the automaton required is different since at each point we need to track the matching status of multiple active subtraces. Next we describe the form of the automaton appropriate for path matching.

Given an uncompressed control flow trace $T$, a path $P_{i..m}$, a function $F_i$, and the value of $MNL$ which is the maximum nesting level that a control flow trace can reach, the path matching automaton for $P_{i..m}$ is a 5-tuple $(Q, q_0, A, \Sigma, \delta)$, where

- $Q$ is a finite set of states such that
  \[ Q = \{(s_1, s_2, ..., s_l) \mid 0 \leq l \leq MNL \text{ and } \forall i \in [1, l], -1 \leq s_i \leq m\}. \]
  Therefore a state in our automaton is a varying-numbered tuple where the number of entries in the tuple corresponds to the number of active traces. Each item in this tuple indicates the matching status of the corresponding active trace. In this way we solve the path interruption problem.
- $q_0 \in Q$ is the start state and $q_0 = (\varepsilon)$
- $A \subseteq Q$ is a distinguished set of accepting states.
- $\Sigma$ is a finite input alphabet, $\Sigma = \{B_1, ..., B_{max}, F_1, ..., F_{max}, E\}$ and $B_j, F_j, E$ denote different basic blocks, function entry points and function return points.
• $\delta$ is a function from $Q \times \Sigma \rightarrow Q$, called the transition function of $M$. The state transition function has the following form:

\[
\begin{align*}
\delta((s_1, s_2, ..., s_l), B) &= (s_1, s_2, ..., \delta((s_l), B)) \\
\delta((s_1, s_2, ..., s_l), F_i) &= (s_1, s_2, ..., s_l, 0) \\
\delta((s_1, s_2, ..., s_l), F_j) &= (s_1, s_2, ..., s_l, -1), \text{ where } F_i \neq F_j \\
\delta((s_1, s_2, ..., s_l), E) &= (s_1, s_2, ..., s_{l-1}) \\
\delta((-1), B) &= (-1).
\end{align*}
\]

The state “-1” is used to handle the situation in which the function name does not match and therefore the elements of the substraces need not be matched with $P$. In this way we solve the path context problem.

4 Compressed Path Matching Algorithm

A WPP obtained by compressing the control flow trace using SEQUITUR [4] can be represented as a set of rules denoted by $R$ with the following form:

\[
\begin{align*}
S &\leftarrow X_1 X_2 ... X_n \\
X_1 &\leftarrow a_1; \quad X_2 \leftarrow a_2; \quad ... \quad X_k \leftarrow a_k; \\
X_{k+1} &\leftarrow X_{(1)} X_r(1); \quad X_{k+2} \leftarrow X_{(2)} X_r(2); \quad ... \quad X_{k+s} \leftarrow X_{(s)} X_r(s);
\end{align*}
\]

where $\Sigma = \{ a_i | 1 \leq i \leq k \}$, $a_i$ can be one of $B_j$ (block id $j$), $F_j$ (entry to function $F_j$), and $E$ (a function exit point).

In dictionary-based compressed matching algorithms (e.g., [1] and [2]) each non-terminal symbol in the dictionary has an associated prefix flag, a suffix flag and an internal flag (see example in Figure 2a). When combining two non-terminal symbols, their combination will decide the internal, prefix, and suffix flags of the combined node. However, this is not sufficient for path matching. As Figure 2b shows we can find that both “c” of Z may or may not be a part of a path occurrence. The previous nested calling context must be considered. Instead of a single prefix flag, we associate a list of prefix flags to indicate the prefix at each different nesting level. Similarly we also must provide lists of internal and suffix flags. The size of the list is the nesting level of the associated node and it can be at most equal to the maximum nesting level $MNL$. Note that “nil” is different from the null string $\epsilon$ and they represent “-1” and “0” in our state automaton respectively.

Our algorithm has two main steps: a preprocessing step and a path matching step. The preprocessing is done in two parts. First several data structures defined in [1, 2] are created and second using these data structures certain flags associated with the non-termsinals are computed. The path matching step searches through the right hand side of the starting rule and continues the search till an occurrence of the path is found.

Let us first discuss the preprocessing algorithm. As mentioned above, flags are associated with each non-terminal whose values are computed during preprocessing based upon the path $P$ being considered. Consider a non-terminal $X$ in the rule set $R$. We denote the fully expanded string corresponding to $X$ by $XStr$. The following flags are maintained for $X$. 

- **fnl flag**: \( XStr \) may contain terminals corresponding to multiple nesting levels. These nesting levels represented in \( XStr \) are always consecutive and have the following form: \((nl + 1, nl + 2, \ldots, nl + fnl)\). We associate a **fnl flag** with \( X \) which remembers the value of \( fnl \). When \( X \) is being processed, we associate a nesting level vector with it which is of the form \((1, 2, \ldots, nl)\). In other words, the level vector only represents the relative nesting levels of the terminals in \( XStr \).

- **Level flags**: There are three level flags associated with \( X \) – **fentry**, **fexit**, and **freturn**. **fentry** and **fexit** are the relative nesting levels of the first and last symbols of \( XStr \). **freturn** is the minimum relative nesting level of all \( E \)'s in \( XStr \). For example, if \( X \) represents \( aEbEcFdFgFh \) then \( fentry_X = 3 \), \( fexit_X = 4 \), and \( freturn_X = 2 \). When the strings of two non-terminals are combined, the **fentry** and **fexit** level flags of the non-terminals are used to compute the relative nesting levels of symbols in the combined string. The **freturn** flag is used to update the internal, prefix, and suffix flags which are described next.

- **Prefix flags**: This is a list of flags with **fnl** items. Let \( XStr(nl) \) denote the sequence of terminals from \( XStr \) that have the relative nesting level \( nl \). The prefix flag for level \( nl \) identifies the longest prefix of path \( P \) that is also the suffix of \( XStr(nl) \).

- **Suffix flags**: This is also a list of flags. A suffix flag for level \( nl \) identifies the longest suffix of path \( P \) that is also the prefix of \( XStr(nl) \).

- **Internal flags**: This is also a list of flags. An internal flag for level \( nl \) identifies the substring of path \( P \) from position \( i \) to \( j \) that is identical to \( XStr(nl) \).

- **Position flag**: The position flag **foccur** gives the index in \( XStr \) where the first occurrence of path \( P \) ends. If \( P \) does not appear in \( XStr \), then the value of **foccur** is -1.
Preprocessing (P, WPP) {
  Preprocess P to enable flag updates
  for each non-terminal X from R in bottom-up order do
  case (X ← α) of
    α == B; 
    if Bi ∈ P then
      prefixx = (Bi); suffixx = (Bi); internals = (Bi);
      fentryx = 1; fexitx = 1; freturnx = -1;
    else
      prefixx = (0); suffixx = (0); internals = (0);
      fentryx = 1; fexitx = 1; freturnx = -1;
    endif 
    if (Bi == P) then foccurs = 1;
    else foccurs = -1 endif
    α == E;
    prefixx = (e, e); suffixx = (e, e); internals = (e, e);
    fentryx = 1; fexitx = 2; freturnx = -1; foccurs = -1;
    α == F, where x ≠ i;
    prefixx = (e, nil); suffixx = (e, nil); internals = (e, nil);
    fentryx = 1; fexitx = 2; freturnx = -1; foccurs = -1;
    α == YZ;
    Compute X’s level vector from Y and Z’s level vectors
    Y’s vector: (1, ..., yexit, ..., ymax); Z’s vector: (1, ..., zexit, ..., zmax)
    Therefore X’s vector is: (1, ..., xexit, ..., xmax), where
    xexit = max (yexit, zexit), xmax = xexit
    Create mapping functions fmapY / fmapZ which map levels of Y/Z to levels in X
    xexit = fmapY (yexit); xexit = fmapZ (zexit);
    if (fmapY (yexit) ≤ fmapZ (zexit)) then
      xreturn = fmapY (yreturn);
      for each level l < xreturn do
        Update X’s level l flags from corresponding level flags of Y and Z
        for each level l ≥ = fmapY (yreturn) and < fmapZ (zreturn) do
          Update X’s prefix flag using prefix flag of Y
          Update X’s suffix flag using prefix flag from Y and all flags from Z
          Update X’s internal flag with internal flags from Y and Z
        for each level l ≥ = fmapZ (zreturn) do
          Update X’s prefix flag using prefix flag for Z
          Update X’s suffix flag using suffix flag for Y
          Update X’s internal flag to nil
        if foccur ≥ 0 then foccur = foccur + 1
      else
        Examine prefix/suffix flags of Y/Z to see if P is in YZ.
        if occurrence of P found in YZ then set foccur
        elseif foccur ≥ 0 then foccur = |Y| + foccur;
        else foccur = -1 endif
      endif
    endif
  endcase
}
The preprocessing algorithm for a given $R$ and $P$ is presented in Figure 3. $R$ can be represented by a directed acyclic graph (DAG). By reversing the edges we obtain R-DAG. The algorithm will update the flags of the nodes in the topological order generated from R-DAG. There are two types of nodes: leaves which are of the form $X \leftarrow a$; and internal nodes of the form $X \leftarrow YZ$. For leaf nodes the flags are initialized based upon $a$ which is $B_j$, $F_j$ or $E$. For an internal node $X \leftarrow YZ$, we first match level vectors of $Y$ and $Z$, using $fexit$ flag of $Y$ and $fentry$ flag of $Z$, and generate a new level vector for $X$. The lists of internal, prefix, and suffix flags of $X$ are then updated using the flags from corresponding levels of $Y$ and $Z$. The $foccur$ flag of $X$ takes the value of $foccur$ flag of $Y$, if the latter is not -1. Otherwise we check if the concatenation of flags of $Y$ and $Z$ can form a new occurrence of $P$. If this is not the case, then $foccur$ flag of $X$ is computed from $foccur$ flag of $Z$.

The path matching algorithm is given in Figure 4. It searches through the right hand side of the starting rule and continues the search till an occurrence of the path is found. The previously computed flags of $R$ are used as well as some additional flag computations are performed as shown in Figure 4.

PathMatching {
  Let $S \leftarrow X_{i_1}X_{i_2}...X_{i_n}$.
  Initialize: $Z_{old} \leftarrow e$;
  for $(k = 1; k \leq n; k++)$
  {
    Consider the rule $Z_{new} \leftarrow Z_{old}X_{i_k}$
    Compute the flags for $Z_{new}$ from flags of $Z_{old}$ and $X_{i_k}$
    if $foccur$ flag of $Z_{new}$ is $\neq -1$ then
      PRINT(occurrence found at $foccur$); terminate;
      $Z_{old} \leftarrow Z_{new}$;
    end if
  end for
  PRINT(no occurrence found);
}

Figure 4: Compressed control flow trace matching algorithm

5 The Cost of Path Matching

5.1 Complexity Analysis

Let's first consider the complexity of the preprocessing algorithm. First we perform the preprocessing needed to answer the queries used in updating the flags as described in [1, 2, 5]. As shown in prior work, the time complexity of this step is $O(m^2)$ where $m$ is the length of path $P$. The preprocessing carried out to update the flags processes each rule (or the corresponding node in the WPP DAG) once and during the processing all the flags for the rule are updated. The update of each flag takes constant time as that in [2]; however flags are associated with each relevant nesting level. Since the number of entries in the level vector is at most $MNL$ and the number of rules is $|R|$, the total time spent on updating the flags is $O(|R| \times MNL)$. Therefore the total preprocessing time is $O(m^2 + |R| \times MNL)$.

During path matching each symbol on the right hand side of the start production is processed and during the processing constant number of flag updates are performed. Thus the time spent on path matching is $O(|S| \times MNL)$. Combining the results of preprocessing step and path matching step we obtain the overall time complexity as $O((|R| + |S|) \times MNL + m^2)$. 
It is also quite straightforward to show that the space complexity of the algorithm is also similar.

**Theorem 1** The time and space complexity of our compressed matching algorithm is

\[ O((|R| + |S|) \times MNL + m^2) \]

where \( MNL \) is maximum nesting level, \( |S| \) is the length of the right hand side of the start rule, \( |R| \) is the number of non-terminal symbols in \( R \), and \( m \) is the length of path \( P \).

### 5.2 Experimental Data

To study the effectiveness of our approach, we analyzed the characteristics of several programs from SPECint95 benchmark suite [8]. The control flow traces were collected using the Trimaran compiler infrastructure [6] and compressed using SEQUITUR [4]. The second and third columns of Table 1 give the sizes of uncompressed control traces and WPPs respectively. As we can see, SEQUITUR is highly effective in compressing the sizes of the traces.

| Benchmark | Control Flow Trace Size (MB) | WPP Size (MB) | \(|R|\) | \(|S|\) | MNL | % Symbols with Level \( \leq 2 \) |
|-----------|-----------------------------|---------------|-------|-------|-----|---------------------|
| 099.go    | 173.0                       | 17.8          | 754786| 667766| 15  | 63 %                |
| 126.gcc   | 506.7                       | 24.1          | 1018669| 935995| 91  | 48 %                |
| 130.li    | 81.6                        | 1.2           | 50770 | 49385 | 44  | 60 %                |
| 132.jpeg  | 267.8                       | 12.8          | 486966| 771220| 11  | 99 %                |
| 134.perl  | 43.2                        | 0.5           | 12590 | 58954 | 16  | 92 %                |

Table 1: Benchmark Characteristics.

To get a feel of the space and time complexity of our path matching algorithm, we also collected the characteristics of these traces including the values of \(|R|\), \(|S|\), and \( MNL \). As expected the number of rules generated by SEQUITUR, that is \(|R|\), is quite large since the WPP sizes are typically several megabytes in size. Similarly the values for \(|S|\) are also large. We find that for most benchmarks the maximum nesting level \( MNL \) ranges from 11 to 91. Only for the lisp interpreter 130.li, which is highly recursive, calls to `'car`/`cdr'` functions results in a higher maximum nesting level. While the worst case complexity is computed based upon \( MNL \), in practice, the time spent on processing an internal node will depend on the size of its level vector. Therefore we also examined the lengths of these vectors. The last column in the table gives the percentage of nodes that have a level vector with length of at most 2. As we can see, on an average, this number is 72% which is very high.

### 6 Conclusion

In this paper we introduced a new pattern matching problem, path matching, which requires finding pattern occurrence over a semantically multi-level text string. We present a path matching algorithm over compressed text formats. We analyze its complexity and estimate
its efficacy in practice through experiments. During program analysis, path matching can provide useful information that can both help in program understanding and guide program optimization.
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