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1.0
Introduction
The question answering vision (Carbonell et al. 2000) and roadmap (Burger et al.,2002) articulate a research and development direction for the next five years. Although a range of question and answer types are described, the ability to interpret a question and provide an answer with respect to different perspectives and the ability to answer questions involving temporal dimensions are largely unaddressed.  This position paper argues for the importance of multiple perspective and temporal question answering and attempts to outline some aspects of the problem that would be important to capture on the Q&A roadmap. We address these problems in the context of two ARDA Northeast Regional Research Center (NRRC) Workshops, held in the summer of 2002, focused on time and multiple perspectives (nrrc.mitre.org).  

2.0 
Multiple-Perspective Question Answering 

2.1 
Multiple-Perspective Questions

A question may explicitly request multiple perspectives, for example ``What are the positions of German political parties on UN resolution 53?” or “What opinions are being expressed in the world press about US plans to invade Afghanistan?” In addition, questions asking for speculations or opinions might most appropriately be interpreted as asking for answers from multiple perspectives. Examples are ``How should the US response be to the terrorist incident?’’ and “Will the US economy improve in the next six months?” Even for other questions, a multiple-perspective treatment may be very useful to an analyst or consumer. The user could be given the option to ask for multiple perspectives, whatever the specific form of the question. Finally, questions themselves can signal the perspective of the source or speaker (who could hold distinct views) while at the same time eliciting a multiperspective response as in "What do the Europeans think about the short-sighted US policy in the Middle East?".

2.2 
Multiple-Perspective Answers

Perhaps the most obvious situation in which a question may be answered differently from multiple perspectives is when people or groups hold different beliefs about what is factually true.  However, answers from different perspectives also include ideological beliefs, religious beliefs, evaluations, judgments, and speculations. They might reflect personally held beliefs, or official positions in legal, political, religious, or ideological platforms.  In addition, the source of the belief might be a specific person, a group, a political or economic sector, or even the general culture at large. Recognizing the type of perspective reflected in an answer is essential for knowing how to interpret the information and what we can learn about the source. 

We can envision a system that does not provide a single answer but rather presents the various positions on a topic currently being expressed in the world press, to help the user answer the question for himself or herself.  

For the results to be useful, they should be characterized and clustered for presentation to the user.  Storing the results in a knowledge base would support reasoning about multiple perspectives on a topic, and detecting changes in perspective and trends over time.

Thus, five main aspects of the problem are the following:

· Retrieval of text segments containing candidate answers from multiple perspectives (Wiebe 1994, Wiebe et al. 1999).  

· Characterization of the type of perspective of each answer. The answer may be presented as factual in the original source, or as a belief or opinion. It might reflect personally held beliefs, or official positions in legal, political, religious, or ideological platforms.   It might be positive or negative evaluative, or speculative. 

· Characterization of the source of the perspective.  The source of the perspective may be an individual, a group, a political or economic sector, etc.  Because beliefs about beliefs about beliefs, etc., may be presented, a structured representation of sources is needed.

· Comparison and clustering of the answers into similar perspectives, for presentation to the user.

· Representation of the answers in a knowledge base. As questions are answered from multiple perspectives over time, storing the results in a knowledge base would support queries such as which sources have expressed negative evaluations toward various topics, or which perspectives have changed over time.

Following are examples of multiple perspectives expressed in text.   First, here are different views expressed about the same topic in editorials.

“General Musharraf has wisely chosen to throw in his lot with the US.” (from The India Times).

 “Looking at the event from the beginning most people including myself were convinced that President Musharraf's decision to support the USA was ill-thought, ill advised and was only taken for financial reward in a hurry.” (from The Frontier Post, Pakistan)

In the following passage, which describes a factual dispute, the sources of the perspectives are people mentioned in the text:   

“Agha [Tayab Agha, spokesman for Taliban leader Mohammad Omar] claimed the Taliban continued to rule in Kandahar, Oruzgan, Zabol, Ghazni and Helmand provinces. Afghan and Western sources, along with travelers who arrived today in Spin Boldak, disputed his claim, saying the Taliban only control parts of most of these provinces and had no influence over Ghazni at all (from The Washington Post Foreign Service).

A rich representation is needed to capture the characteristics of perspectives, their sources, and their objects, which may themselves be perspectives.

In addition to involving answers from multiple perspectives, questions often refer explicitly to time sensitive information, the area of question answering which we consider next.  

3.0 
Temporal Question-Answering: When time makes a difference

Humans live in a dynamic world, where actions bring about consequences, and the facts and properties associated with entities change over time. For this reason, temporally grounded events are the very foundation from which we reason about how the world changes. To be sure, named entity recognition is crucial to analyst reporting, information extraction, and question-answering systems; but without a robust ability to identify and extract events and time-stamps from a text, the real "aboutness" of the article can be missed. Moreover, entities and their entities change over time as well; hence a database of assertions about entities will be incomplete or incorrect if it doesn’t reflect such time-stamps (e.g., the status of the World Trade Center Buildings before and after Sept. 11, 2001). To this end, event recognition drives basic inferences from text.

The focus of the Time and Event Recognition for Question Answering (TERQAS) workshop (time2002.org) is to address the problem of how to answer temporally-based questions about the events and entities in news articles. Currently, questions such as those shown below are not generally supported by Q&A systems:

1. Is Gates currently CEO of Microsoft? (time-stamp question)

2. When does the seminar take place? (punctual event question)

3. How long did the hostage situation in Berlin last? (Duration of event question)

4. On what days were there bombings in the Middle East? (Quantified event question)

5. What airplane crashes occurred shortly after assassinations? (Quantified event question with relative event ordering)

6. What terrorist actions occurred within a week of political speeches by extremist governments? (Quantified event question with relative event ordering)

7. What bombings have occurred during the occupation of the West Bank? (Quantified event question with durative event overlapping)

What characterizes these questions as beyond the scope of current systems is the following: they refer, respectively to the temporal properties of the entities being questioned, the relative ordering of events in the world, and events that are mentioned in news articles, but which have not occurred at all.

3.1 
Temporal Question-Answering Challenges

There has recently been a renewed interest in temporal and event-based reasoning in language and text, particularly as applied to information extraction and reasoning tasks (cf. Pustejovsky and Busa 1995; Mani and Wilson 2000; 2001 ACL Workshop on Spatial and Temporal Reasoning). Several papers from the workshop point to promising directions for time representation and identification (cf. Setzer and Gaisauskas, 2001, Filatova and Hovy, 2001, Schilder and Habel, 2001). Many issues relating to temporal and event identification remain unresolved.  In our efforts we aim to (a) to examine how to formally distinguish events and their temporal anchoring in text (news articles); and (b) to evaluate and develop algorithms for identifying and extracting events and temporal expressions from texts.

Relative to the first goal above, we are addressing four basic research problems:

1. Time stamping events (identifying an event and anchoring it in time)

2. Ordering events with respect to each other (relating more than one event in terms of precedence, overlap, and inclusion)

3. Reasoning about the ramifications of an event (what is changed by virtue of an event)

4. Reasoning about the persistence of an event (how long does an event or the outcome of an event persist)

3.2 
TimeML and TIMEBANK

To answer these problems, we are presently working to define a specification language and an annotated Gold Standard corpus. A specification language, TimeML, will be defined and developed. This XML-compliant language should formally model most of the following properties of time and events:

1. How to represent the interval values of events (time-stamping); 

2. How to represent aspectual properties of an event (what phase of an event is being time-stamped); 

3. How to represent all possible temporal ordering relations between two events; 

4. How to model shallow (entailed) ramifications of an event (what related events are triggered by an event’s occurrence); 

5. How to model when a state persists and when it does not (what states follow from an event)

Once the initial definition and specification of TimeML is complete, it will be necessary to begin annotation on a large number of news articles, in order to create a Temporal Gold Standard (TIMEBANK). This entails the annotation of at least 400 articles, taken from four separate sources: 100 DUC articles; 100 ACE articles; 100 AP News articles; and around 100 PropBank annotated articles. We are presently in the process of the construction of TIMEBANK, the annotated corpus that we will provide as a community resource when completed, subject to appropriate copyright restrictions. 

The specification language TimeML will suggest but not determine the nature of how answers to temporal questions are best presented to the user. This remains largely an issue of habitability and usability of the application. Nevertheless, answers to temporal questions may take one of several forms:

1. Selections from database entries, populated from the appropriate information extraction algorithms; 

2. Textual fragments from news articles, indicating total or partial answers to the question; 

3. Answers may be abstracted and represented visually in terms of a timeline or a hyperbolic visualization algorithm. 

The second goal mentioned above involves the evaluation of existing, and development of new temporal extraction algorithms. The four research problems given above correspond roughly to extraction algorithms of increasing degrees of sophistication and complexity. Time stamping events is not too dissimilar from named entity recognition; event ordering identification is somewhat similar to relational parsing; and capturing persistence and ramification properties of events is similar to identifying dependencies in a dependency grammar.

The algorithms will be applied and tested against the development corpus of the gold standard, TIMEBANK. Evaluation against a blind test set will measure for accuracy of answers for a range of questions, as defined by the participants, paying particular attention to target the specific temporal properties of the text with different questions.

Significantly, the results of our workshop will enable the community to begin addressing an entirely new type of question-answering capability, and one that is necessary for answering questions pertaining to the deeper content of news articles.

4.0
Implications for Q&A Road Map

The above observations point to the importance of research into multi-perspective and temporal Q&A. Some of the key milestones on the roadmap include:

· Characterize the types and nature of multiple perspectives and temporal aspects

· Establish and iteratively refine an ontology of multiple perspectives both for question analysis and answer generation. Do the same for temporal questions. 

· Create corpora that include both multiple perspective and temporal phenomena

· Create annotation standards for multiple perspective and temporal markup

The two NRRC workshops described in this article will contribute in the next three months to advancing the state of the art by creating:

· An ontology of perspective

· An annotated corpus of multiple perspective questions and answers

· A repository of linguistic clues indicative of perspective

· A baseline of experimental results (segmentation, property annotation, clustering)

· A standard markup language for temporal and event expressions, TimeML

· A gold standard corpus for temporal expressions, TIMEBANK

5.0
Conclusion

This paper describes two important aspects of question answering that have gone largely unaddressed:  time and multiple perspectives.  These are important elements that should be reflected in the Q&A roadmap.  
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