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How the story began!

We Model the text corporato:
similarity/relevance judgments, Classification, Summarization, ......
Represent each document as a vector Space

A word is an item from a vocabulary indexed by {1,...,V}. We represent
words using unit-basis vectors. The v’th word is represented by a V-
vector wsuch thatw' =1 and w" =0 for U #V

W = (W, W, ..., W,)

A document is a sequence of N words denoted by
where W is the nth word in the sequence.

A corpus is a collection of M documents denoted by
D = {Wl, Wa, ..., W‘U}

The Problem with Vector space representation

Three problems that arise using the vector space model:
The Vectors are very sparse

synonymy: many ways to refer to the same object, e.g. carand
automobile

Will have small cosine but are related

leads to poor recall

polysemy: most words have more than one distinct meaning, e.g.

model, python, chip
Will have large cosine but not truly related
leads to poor precision
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Latent Semantic Space

LSI maps terms and documents to a “latent semantic space”
Comparing terms in this space should make synonymous
terms look more similar

- SVD (in LSI)

latent semantic
space

» Al
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latent semantic
space
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min ||A' = A" - for a given £k

pLSI

Latent Variable model for general co-occurrence data

m Associate each observation (w,d) with a class variable z €
Z{z_1,...,z_K}

Generative Model for document-term matrix D
Select a doc with probability P(d)
Pick a latent class z with probability P(z|d)
Generate a word w with probability p(w|z)

P(d) P(z|d) P(w|z2)
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pLSI Pitfalls

It is a generative model for the train data
It can be easily overfitted to the train data

LDA

Latent variable
model

Dirichlet Prior @

So, LDA uses Latent variable model,
and Dirichlet Distribution priors and
that is All

And that's All

Father of Topic Modeling
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Dirichlet Distributions

= Dirichlet distribution is the conjugate prior to the multinomial distribution. (This
means that if our likelihood is multinomial with a Dirichlet prior, then the posterior
is also Dirichlet!)

= The Dirichlet distribution is an exponential family distribution over the simplex,
i.e., positive vectors that sum to one

E g .
p(Ola) = =10 [k g2i!

G aifan — o)
ny = n; = ﬂ | = 3 —
> Elth] = o Var(i o2(g + 1)

= The Dirichlet parameter o, can be thought of as a prior
count of the it class.
= The parameter a controls the mean shape and sparsity of 6 .
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Basic Assumptions

* Eachdocumentis
a mixture of
corpus-wide
topics

* Eachtopicis a
distribution over
words

 Eachwordis
drawn from one
of the topics

gene B8.84
dna 8.62
genetic 8.81

o

life 8.82
evolve 9.61
organism 8.61

=

brain  6.84
neuron 8.82
nerve  68.81

__—

data 8.82
number  8.82
computer 8,61

Seeking Life’s Bare (Genetic) Necessities \

COLD SPRING HARBOR, NEW YORK:
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LDA - generative process

For each document,
Choose 0~Dirichlet(a)
For each of the N words wn:

Choose a topic z,» Multinomial(0)

Choose a word w,, from p(w,|z,,B), a multinomial probability
conditioned on the topic z,.

)

BI
) }a.

ore Bl B =pw =1z'=1)

M / N
[0}

The LDA Model (Unpacked)
()
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LDA Model

1 - topic - K
1
Topic proportions and H
menr z
Documents assignments doc Bas
M

L S
Seeki’gg‘fife's Bare (Genetic) Néeessities
Coun TG HARROR, Niw Yomk ;

- 1 - mth word - N

doc |zap = (1,7, K}!

1 - word idx -~ V¥

wopic | B — p(wl2)

Parameters of Dirichlet distribution

(K -vector) Ia—

¥
N
T
- + 7
[} ]
g ;
F .
A, 4 ;
Ly 7

Na

Smoothed LDA

Introduces Dirichlet smoothing on 8 to avoid
the zero frequency word problem
Fully Bayesian approach




The LDA equations

Joint Probability

(2) p(6.z,Wa, B) = p(e\a)lj p(z,0) p(w,|z,, B)

Marginal Distribution of a document \
(3) pwier, ) = | p(e\a)(nz p(z,/6) p(wn\zn,ﬂ)]dke

Probability of a corpus , Ny
p(Dla. ) =] p(é; \a)(HZ P(24,/6y) p(wdn\zdn,ﬂ)]d 0,

n=l z4,

More insights on LDA: Exchangeability

A finite set of random variables{X,,..., X }is said to
be exchangeable if the joint distribution is invariant

to permutation. If mis a permutation of the integers
froma1toN:

p(Xli"'XN) - p(Xﬂ(l)"“’Xﬂ(N))

An infinite sequence of random is infinitely
exchangeable if every finite subsequence is
exchangeable

10/9/2014

11



bag-of-words Assumption

Word order is ignored

“bag-of-words” — exchangeability, not i.i.d

Theorem (De Finetti, 1935) —if (X}, X;,..., Xy

are infinitely exchangeable, then the joint probability
p(Xl, Xoyeeor Xy ) has a representation as a mixture:

For some random variable 6

P0G X Xy) = [ dOPO)] | P(x[0)

LDA and exchangeability

We assume that words are generated by topics and that
those topics are infinitely exchangeable within a document.
By de Finetti’s theorem:

p(w,2) = | p(é’)(H p(z,|0) p(wn\zn)]dﬁ

By marginalizing out the mixture componentin eq 2, we get
we will get the same distribution over observed and latent
variables as above.

10/9/2014
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Relationship with other latent variable models

Unigram model

p<w)=1jp<wn> .

Mixture of unigrams

Each document is generated by first choosing a topic
z and then generating N words independently form
conditional multinomial

k-1 parameters

N

M

oi)=S e ol o) | @

n=1 - woN

M

Relationship with other latent variable models (cont.)

Probabilistic latent semantic indexing

Attempt to relax the simplifying assumption made in the
mixture of unigrams models

In a sense, it does capture the possibility that a document
may contain multiple topics

kv+kM parameters and linear growth in M

(@
\_/

d z w N

M

26

The k+kV parameters in a k-topic LDA model do not grow with the size of the training corpus.

10/9/2014
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Relationship with other latent variable models (cont.)

The unigram model find a single point on the word simplex and posits that all word in the
corpus come from the corresponding distribution.

The mixture of unigram models posits that for each documents, one of the k points on the
word simplex is chosen randomly and all the words of the document are drawn from the
distribution

The pLSI model posits that each word of a training documents comes from a randomly
chosen topic. The topics are themselves drawn from a document-specific distribution over
topics.

LDA posits that each word of both the observed and unseen documents is generated by a
randomly chosen topic which is drawn from a distribution with a randomly chosen
parameter

A geometric interpretation

word simplex

10/9/2014
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A geometric interpretation

topic simplex

word simplex

topic simplex

word simplex

10/9/2014
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A geometric interpretation

topic simplex

word simplex

Parameter Estimation

» Exact inference is not feasible
* Approximate methods

* Gibbs Sampling

* Variational inference

* Collapsed Gibbs sampling

10/9/2014
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Gibbs Sampling

1. Initialize randomly the topic assignments
2. Foreach document “i” sample its topic mixture

plbi|.) = Dir({ow + >, 1(za = k)})

3. Foreach topic "k” sample from posterior of multinomial over vocabulary

p(Bk|-) = Dir({v, + Z Z I(wy = v,zy = k)})

4. Foreach document "I” and each word “I"” sample its topic assignment

n '_B;-

plziy = k|.) o exp(log 01, +log By, ) ~e

Parameter Estimation (Variational EM)

Since we have latent variable model we need to use EM
Find the expected value of the hidden variables (requires to run
inference to compute p(@, z|w, a, 8) )

Use the expected counts to maximize the likelihood .

10/9/2014

17



Inference and parameter estimation

The key inferential problem is that of computing the
posteriori distribution of the hidden variable given a

document
6,z,w | a,ﬂ)

p(w|a, B)

p(w| a,ﬂ)=% | (HHJ(HZH(W )W“')de

It is intractable to compute in general, due to the coupling between 8 and B in the summation
over latent topics

(6,21 w,a, )= 2

n=l i=l j=1

Variational Inference

The basic idea of convexity-based variational inference is to make
use of Jensen’s inequality to obtain an adjustable lower bound on
the log likelihood.

Essentially, one considers a family of lower bounds, indexed by a
set of variational parameters.

A simple way to obtain a tractable family of lower bound is to
consider simple modifications of the original graph model in
which some of the edges and nodes are removed.

10/9/2014
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Variational Inference (cont.)

o (] z W N (7]
M

p(0,z|w,a,B)= p(‘z(jv\"g;)ﬂ ) q(ﬁ,zIy,;z>)=c4(6'|y)lﬁ[q(zn |4,)

n=1

In variational inference, we consider a simplified graphical model with variational parameters
v, ¢ and minimize the KL Divergence between the variational and posterior distributions.

(’7*7 d)*) = arg min(%qﬁ) KL(Q(Ga Zh/a ¢)Hp(0: z|w, 2 B))

LDA: Topic lllustration

CATts” “Children” “Education”

NEW MILLION CHILDREN SCHOOL

FILM TAX WOMEN STUDENTS

SHOW PROGRAM PEOPLE SCHOOLS

MUSIC BUDGET CHILD EDUCATION

MOVIE BILLION YEARS TEACHERS

PLAY FEDERAL FAMILIES HIGH

MUSICAL YEAR WORK PUBLIC

BEST SPENDING PARENTS TEACHER

ACTOR NEW SAYS BENNETT

FIRST STATE FAMILY MANIGAT

YORK PLAN WELFARE NAMPHY

OPERA MONEY MEN STATE

THEATER PROGRANMS PERCENT PRESIDENT

ACTRESS GOVERNMENT CARE ELEMENTARY

LOVE CONGRESS LIFE HAITI
The William Randolph Hearst will give to Lincoln Center, Metropoli-
tan Opera Co., New York Philharmonic and Juilliard School. “Owur felt that we had a
real opportunity to make a mark on the future of the performing arts with these an act
every bit as important as our traditional areas of in health, medical education
and thc social Hecarst Randolph A. Hcarst said Monday in

the Lincoln Center’s share will be for its new which
will young artists and new T'he Metropolitan Opera Co. and
New York Philharmonic will each. The Juilliard School, where music and
the performing arts are taught, will get The Hearst a leading supporter
of the lincoln Center Consolidated Corporate will make its usual
donation, too.
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Application: Document modeling

Unlabeled data — our goal is density
estimation.

Compute the perplexity of a held-out test to
evaluate the models — lower perplexity score
indicates better generalization.

> log p(w,)

perplexity(D, ) = expy - T
d=1 d
nematode
34001
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AP
7000
x — Smoothed Unigram
~#- Smoothed Mixt. Unigrams
conlx
6500 . —— DA
x == Fold in pLSI
6000F %,
%

55001 .
=
B 5000
(o
-
d‘-_’ 4500

4000

3500

3000

2DGDO 20 40 &0 80 100 120 140 160 180 200

Number of Topics

Document Modeling - cont.

Results

Both pLSI and mixture suffer from
overfitting.

pLSI - overfitting due to
dimensionality of the p(z|d)
parameter.

Perplexity
Num. topics
(k) Mult. Mixt. pLSI
2 22,266 7,052
5 2.20 x 108 17,588
10 1.93x 10" | 63.800
20 1.20x10%2 | 2.52x 10°
50 4.19x 10%%% | 5.04 x 106
100 2.39x10%0 | 1.72 x 107
200 3.51x 1024 | 1.31 x 107
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Application: Classification (Dimensionality

95 98
.
é 90 3
< <
LDA Features —— 94 ‘_a ARt
Word Fealures - - - E
Word Fealures - - -
85 93
0 0.05 01 0.15 0.2 025 0 0.05 0.1 0.15 0.2 0.25

Praportion of data used for training

(a)

Proportion of data used for training

(b)

Application: Recommendation Systems

600
550
5007
4500 ..
400
3501

Predictive Perplexity

300¢
250

200~

— LDA
-=-- Fold in pLSI
- Smoothed Mixt. Unigrams

20 30 40 50
Number of Topics
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Number of Topics K

Cross validation, using log likelihood on the test set

Use variational lower bound as a proxy for log p(D|K)
Use non-parametric Bayesian Methods (The et al. 2006)
Use annealed importance sampling to approximate the
evidence (Wallach et al. 2009)

LDA Extensions

Correlated Topic Model (Blei and Lafferty 2007)
Supervised LDA (Blei and McAlliffe 2010)
Dynamic Topic Model (Blei and Lafferty 2006)
LDA-HMM (Griffiths et al. 2004)

10/9/2014
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Summary

LDA is a flexible generative probabilistic model for collection of
discrete data.

Arguably, could be considered as the best possible model based
on the Bag of Word assumption

Can be viewed as a dimensionality reduction technique

Exact inference is intractable, however it is possible to use
approximate inference instead

Can be used in other collection, e.g. images, collaborative
filtering, ...

There are lots of extensions and applications to LDA
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