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Abstract 

A variety of packet scheduling strtrtcyies hutif l m i z  

proposed to  guarantee the applicatioii ’.+ t id-to-cnd [It-lny 
requirements in real-time networks. ‘/‘/it srhemes, I i o i r -  

ever, do not address specifically tlit i ~ i ~ ~ ~ h u n z s i i i s  iiqsed 
to assign a per-node delay or seruir~ rate 112 order to 
meet the required end-to-end delay. In  this poper, i i s i t q  

a methodology for computing feasildt Iwr-norlP delays 
along a routing path, we describe c l i f l i  rtnt strcrtegies to 
assign a delay value for  each nodt 4 0  thut the etid-to- 
end delay requirement is satisfied. Thi performmct of 
these schemes for  different network c iir-ironmetits is (lis- 
cussed. 

1 Introduction 

Support of multimedia applica.t.ioiis oftmen requires 
that their performance requirements. in t,crins of delay 
and jitter, be guaranteed. Several sclietluling st,ra.t.egies 
have been proposed to provide service guarantees for 
real-time applications [6]. These schemes differ fro111 
each other in the strategies they employ to enforce 
rate control and in the policy they use t.0 service pack- 
ets. More recent schemes seek to ma.int.a.in a high level 
of fairness while reducing the complexity of emulat,- 
ing General Processor Sharing (GPS) scheduling policy 
[4, 1, 31. Very few of these schemes. however, address 
the question of how to assign per-noclc delay values, or 
equivalently service rates, to a new session to meet. it,s 
end-to-end delay requirements. An approach, proposed 
by Parekh [5], computes the largest, and smallest. values 
of 4 that would ensure the worst, ca.se delay for the iiew 

session and selects the midpoint of t.hc interval result,- 
ing from these extreme points. It is clcar. however, t,lia.t 
this strategy may not be inefficient,. 

This paper addresses the above issiie and describes 

several strategies to assign d specific delay value for 
each node along the routing path so that the end-to- 
end dela! requirement of the connection is satisfied. 
The rest of the paper is organized as follows: In sec- 
tion 2, a methodology for computing per-node delays is 
presented [’I. In section 3, three per-delay assignment 
strategies are described. In section 4, the performance 
comparison of these schemes is presented. The last sec- 
tion provides the conclusion of this work. 

2 Per-Node Delay Computation 
Metho dology 

Consider a real-time channel characterized by its traf- 
fic rate qmification vector. (m, r ,  n ) ,  its maximum 
end-to-eiid delay value, A,,,or, and a level of traffic 
guarantee o. The channel’s rate is specified based on 
a Linear Bounded Arrival Process (LBAP) so that the 
application’s long-term packet rate is 5, where 11 is the 
number of packets generated over r and m is the max- 
imum burst size over any time interval. The value cr 
specifies the percentage of high priority traffic, relative 
to the total amount of traffic, the application expects 
to generate over a time interval of size r .  This high 
priority traffic provides the Oasic information to be de- 
livered on-time for the application to operate properly. 
Of the packets which can be generated over r ,  at 
most a . t i  are considered basic, while the remaining 
(1 - a )  . t i  packets are considered enhancement traffic. 
Notice that [a . n ]  packets may be required to guaran- 
tee that all Ilasic traffic is transmitted reliably on-time 
1 

’The methodology present.erl i i i  this paper does not specifically 
depend on LBAP; other traffic specifiers can still apply. Further- 
more, the parameter a may not. be required by some applications 
in which case it  can be set t.0 1 .  
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Based on the traffic specification. thr maximum iiuiii- 

ber of packets, g i ( t ) ,  generated by i over a.n iiit,ervaI of 
size t can be expressed as: 

C l , k ( 6 l , k ) .  . , C N , k ( d N , k ) ,  respectively, the feasibility 
test derived for non-preemptive EDF and RM, FIFO 
and GPS can be expressed in a general form as: 

Let p k  = 2, where Pi is the packrt size of channel i 
and R k  the service at node k, represent the maximum 
amount of service time required by a packet from i at  
node IC. The maximum amount of service t h e  required 
by i over t is q ( t )  . p k .  Furthermow. the ainouiit of 
time required to service all BT packet5 generated ovcr 
an interval of size t can be expressed as: 

The term represents the amount of service rate 
required to account for non-preemption. For an EDF 
scheduler. the value of PL = 1, for a RM scheduler 
PL = N-(2*-l) ,  and for GPS the upper bound reduces 
to R k .  

A closer look at the delay bound characteristics re- 
veals that. the characterization of the smallest feasible 
delay 601t1d1 dj,kl of channel i at node IC, for a fixed 
amount. of I>uffers, becomes a factor of node k's excess 
processing capacity. Similarly, the characterization of 
the largesf feasible delay bound, D,,k, of channel i at 

of the node. 

Notice equation (2) does not lead to the exact value 

rather provides an upper bound on thc amount of BT 
traffic generated by channel i over an interval 1 .  

Of C 1 , k ( t )  when is not an multiple Of l't* ')'It node k, is directly correlatecl to the buffering capacity 

- 
Smallest Feasible Delay Value Computation 

2.1 Processing and Buffer Capacity Model 
Based 011 t.he maximum workload, C i , k ( t ) ,  required 

The total processing capacity, PL. defines the nias- 
imum percentage of the processing capacity a t  node 
k which can be used to  provide guaranteed service 
to real-time channels. At any time. an aniouiit Pf 
of the total capacity is allocated to support. the real- 
time requirements of the currently supported channels, 
while an amount P i  is reserved to  account for the non- 
preemptive aspect of packet transmission i n  coiiiiiiuiii- 
cation networks. The excess capacity. P t ,  is the per- 
centage of the node's total processing capacity which 
can be allocated to  support new network channels. At, 
any instant, Pf satisfies: 

by a new channel i over a p~t~ent ia l  delay bound t ,  the 
exact crit,erion for the new channel to be accepted at 
node k, without violating the delay requirements of cur- 
rently supported channels. can be expressed as: 

Substituting C'* f ( t )  by it*s packet workload based value, 
results i n  : 

P; = P; - P; - Pi.. (3)  

Each node is also configured with meniory t,o buffer where, p; = p; - 
C N : f A N , k ) ) ,  

packets as they are queued for service. The totul 6tifftr.- 

ing capacity, BL, determines the total number of pack- 
ets which can be queued at node k. A t  any time, B{ of 
this total capacity is allocated to  accept channels such 
that no BT packets are dropped dur to lack of buffer 
space, while B; represents excess b1lHc,rs w11ich call ])e 
allocated to  handle BT packets from fiiture cllallllels. 

2.2 Scheduling Feasibility Tests 

denotes node k's excess processing capacity, while 
m,+r+l . , l ,n ,  ; represents the processing requirements of 
channel i over a delay 1. The value t = d i , k ,  for which 
the equality holds, specifies a lower bound on delay Val-  

ues node k can offer to i ,  based on k's current excess 
capacity and i's requirements. 

Largest Feasible Delay Value Computation 

The upper bound delay, & k r  represents the maxi- 
mum totul delay a BT packet from i can be delayed at 
node k such that k provides loss-free BT service to  i, 

Given a set of N channels, with per-node delays, 
5 6 N , k ,  and procehhitig requirements. 61,k 5 62,k 
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without violating the buffer requirenicnts of previously 
established channels. This delay value can he computed 
based on the current excess buffer capacity of node k 
which verifies: can be expressed as: 

Bi,k 4- B2,k 4- * * * + BN.L 5 BL, ( 7 )  

where BJ,k denotes the number of IxiHers allocated to 
channels 1 5 j 5 N to guarantee iioii(~ of its RT pack- 
ets are dropped. Since "early packet>" from ) may be 
queued for up to d g , k - l  units, before they become eligi- 
ble for service, and for no more than d , ~  units of time 
in the BT service queue, the maxiinum amount of time 
a packet from i can be queued a t  A. i4 (&,k-l + & k ) .  

Consequently, the number of buffers. B , J ,  required to 
ensure a BT loss-free service to i can be expressed as: 

Combining equations (7) and (8) resuIt,s in: 

U ;  

( 9 )  
A legitimate value for Di,k can t,lien lie expressed as: 

3 Flexible Delay Assignmelit Strategies 

The methodology described above provides a lower 
and upper bounds on the feasible dela!.* of a given chan- 
nel a t  a given node. In the following. schemes for a 
per-node delay assignment are discussed. 

3.1 Optimal Delay Assignment 

Consider a new connection request. characterized by 
its end-to-end delay requirement, D, . over a routing 
path of length N .  Let p; be the load at node i ,  aloiig 
the path, just before the new connection request. arrives. 
Furthermore, let w be the amount of work requested by 
the new connection and L, < A, <_ I ',. the delay that 
node i can provide to the new connection; L,  and rl ,  
represent the minimum and maximum delays currently 
feasible a t  node i, respectively. I n  orcler to achieve a 
balance between the amount of resoltrces used at, each 
network, the optimal delay assignment problem can be 
formalized as follows: 

N 

Minimize: c(pi i = l  + l / d i ) ,  

N 

Subject to: = D. andli _< Si _< U ; ,  ( 1 2 )  

where di = A i / w ,  D = D, /w ,  Ei = L;/w,  and ui = 

i = l  

[ J ~ / w ,  for i =  l , * - - , N .  

3.2 Optimal Algorithm (Opt) Basic Steps 

The Opt. algorithm ensures that when accepted, a 
new connect.ion induces t,he smallest possible increase 
in the net,work load. The input parameters of the algo- 
rithm are t,he load, pi ,  the delay bounds, lj and U , ,  for 
each node i, along the routiiig path, and the end-to-end 
delay requirement, D ,  of tlie new connection. The basic 
steps of the algorithm can be described as follows: 
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If c:illi > D then reject the new connection re- 
quest and exit. 

Set LF=UF=fl and calculate e = D / N .  

Compute LBV={i : 1, > ( & i 4 LF U UF} and 
UBI;={ i : 11, < < &L i 4 LF U UF}. 

While LBV U UBV # L l  do { 

0 From tlie sets LBV and UBV, choose the 
set of nodes, MAXBV whose violated bounds 
(lower or upper) have the maximum deviation 
from e. 

0 For each node belonging to MAXBV, fix the 
delay a t  that node to its 1; or to its uj, 
depending on whether the node belongs to 
LBV or UBV, respectively. Add nodes from 
NAXBV to LF and to UF such that LF=LF U 
{ i : i E LBV aiid i E MAXBV} and UF=UF 
U { i : i E UBV and i E MAXBV}. 
Recalculate E = (D - CiELFli - 

0 C:ompute LOV={i : 1; < < & i E LF} and 

0 While LOV U UOV # 0 do { 

CtEuF 7 M N  - I LF I - I U F  I). 

I!OV={i : ~i > ( Jk i E IJF}. 

- From the sets LOV or UOV (only one 
of them is  nonempty at  a time), choose 
the set of nodes, MAXOV whose violated 
fixed bounds (lower or upper) have the 
maximum deviation from e. 
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5. 

3.3 

- For each node belongitig t.0 MASO\', ui i -  

fix the delay at tha.t. node from its l i  or 
from its U;, depending on whether t,he 
node belongs to LO\' or UOV, respec- 
tively. Accordingly, upt1at.e LF or 1JF so 
that LF=LF - { i  : i E LOV and i E 
MAXOV} or UF=UF - { i : i E UOV ancl 
i E MAXOV}. 

- Recalculate ( ,  = (I3 - xiE,,p-l; - 

- Recompute LOV and l ' 0 V . j  
CiE,yF ki)/'(N - I L F  I - I ( I F  1 ) .  

0 Recompute LBV and IJB\'.} 

The final delay distribution is as follows: For V i 
E LF, 6i = li, for V i E UF, Si = t i i  a.nd for V i E 
NBV, 6; = [. 0 

Load Balancing (Heu-LB) and Equi- 
Partitioning (Heu-DIN) Heuristics 

,111 the following section, we discuss t.wo heuridcs 
which can be used to  assign per-notlc delays t,o new 
connection requests along a rout.ing pa.tJi. The first. 
heuristic, Heu-LB, attempts to balance the 1oa.d along 
the routing path. I t  achieves this goal I)J' comput.ing a n  
initial delay values 6i1s which is proport,ional to the re- 
spective loads of the nodes along the I>il.t,h a.nd t.hen ad- 
justing these values such that they lic within the lower 
and upper bounds of the feasible clelays at  ea.ch node, 
while satisfying the end to end de1a.y rccluirenient. of t,he 
new connection. 

The second heuristic, Heu-D/N. i i w s  a,ii equipart,i- 
tioning based approach, similar to t.lic Opt, algorit.lini, 
to compute initial per-node delay values a.nd then ad- 
just these values to meet the lower i l l l t l  upper boutid 
constraints, as well as the end-to-end t1ela.y constraint. 
of the current connection request.. ' 1 . 1 1 ~  Insic steps of 
the algorithms can be described as follows: 
Heu-LB Heuristic: 

1. for i=l to  N 

2. for i=l to N 

N 3. while Si > D . 

e for i=l to N 

- S i d i  + (Si - / i ) / 2 . 0  

Heu-D/N Heuristic: 

1. for i=l t.o N 

e .ri=max(D/N, l ; )  ( l o  = 0.0) 

e yi=l;+ abs(ui- ( l i  + 1,-1)) 

0 bi=min(z;, yi) 

2. for i=l t.o N 

e while Si > ui 

- S i d i  + (dl - l i ) /2 .0  

N 3. while Si > D 

e for i=l t.0 N 

- &=li + (di - / i ) / 2 . 0  0 

4 Siiiiulatioii Results and Analysis 

A simulation experiment. was carried to compare the 
performance of the proposed delay assignment. strate- 
gies, namely Opt, Heu-LB and Heu-D/N. The simu- 
lation results were obtained for the static and dynamic 
model. 111 the Static model. t.he connections last for the 
lifetime of t,he simulation experiment, while in the dy- 
namic model, the connections are characterized by their 
average int,erarrival rate a.nd accepted connectlions last 
only for an merage service t.ime. 

Figure 1 shows the average number of connections 
accepted against the number of connections generated 
for the Opt. algorithm a.nd t,he two heuristics, assuming 
a static model. As expectmecl. at low network load, the 
number of a.ccepted connections increases rapidly with 
the number of connections genera.ted for the network 
resources a.re mainly unused. 

However. since the accept,ecl connections last for the 
duration of the siiiiulatioii the amount of free resources 
is reduced considerably over t8ime. This in turn reduces 
the rate of acceptance of new connections and causes 
the curves t,o converge when the network load becomes 
high. 

Figure 2 depicts the average percentage increase in 
the number of channels accepted by Opt and Heu-D/N 
over Heu-LB, as the avera.ge arrival rate of the connec- 
tions va.ries. assuming a dynamic model. The results 
show that. Heu-LB performs better than Opt (by less 
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Figure 2:  Average Percentage Acceptance Increase 

Figure 1: Average Ratio of Successful Connections 

than 0.5%) and Heu-D/N (by less than 1%) at, low ar- 
rival rates. As the network load increases, the perfor- 
mances of Opt and Heu-D/N exceed those of Heu-LB 
by 5% and 4.5%, respectively. 

The same reasoning used for the analysis of t,he static 
model behavior can be applied to explain the behavior 
observed in in the case of the dynamic model. The 
increase in the average throughput with the average 
arrival rate is more pronounced in Heii-LB than in Opt 
and Heu-D/N a t  low arrival rate (low network load). 
Opt and Heu-D/N, however, perform better than Heu- 
LB at higher arrival rate (high network load). 

5 Conclusion 

In this paper, we proposed a methodology to compute 
feasible delay values for different classes of scheduling 
strategies. We also described an optimal algorithm and 
two heuristics which can be used to assign feasible cle- 
lay values so that a specific objective i s  achieved. A set 
of simulation experiments were developed and used to 
compare the performance of each sclieme. The results 
show that the optimal algorithm result. in  higher con- 
nection acceptance ratios than the two other schemes. 
For lightly loaded networks, however. t,he results show 
that the computational complexity of' the optimal al- 
gorithm may not be warranted and simple heuristics 
usually lead to highly acceptable resu1t.s. 
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