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Last “Homework” (not to turn in) 
Problems from the text:

16.8

18.6, 18.11

23.3, 23.6

Solutions follow
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18.6 In order to find the best test to split the data, the algorithm finds the attribute that leads to the largest information gain, then recurses on the resulting pieces of the data set. 

The first test selected is on A1. One side of the split is a pure node, meaning there is only one label in the node. The other set of instances will then be split on A2 , and every leaf in the resulting tree will be a pure node.

18.11 The majority classifier simply selects the most common label among the training instances. If a positive example is left out, there will be 49 positive training instances and 50 negative ones so the classifier will predict negative. When a negative instance is left out, there will be more positive training instances, so the classifier will predict positive. Therefore, the classifier will never make a correct prediction using leave-one-out cross-validation. 

23.3 
a. Only i has nonzero probability. There is no way to generate “seems the” or “the unwell” in this grammar. 

b. There are two ways for this phrase to be generated so the probability is .2 * .2 * .1 * .5 * .5 * .5 + .2 * .2 * .8 * .5 * .5 = .0085 . 

c. The phrase exhibits lexical ambiguity, since “well” has multiple meanings, and syntactic ambiguity, since there are different parses for the same phrase. 

d. It is possible to calculate the probability of generating a ten word phrase using dynamic programming. This is necessary to deal with potentially infinite loops, the rule VP-> VP, for example. Since there is no way to remove a symbol, if a string has more than 10 symbols, it can be discarded. 

[image: image2.emf]
