














forward pass

e=5

QMY R]  Computation graph for the function L{a,b,c) = c(a+2b), with values for input
nodes a = 3. b =1, ¢ = —2, showing the forward pass computation of L.

backward pass

AT Bl Computation graph for the function L(a, b,¢) = c(a+ 2b), showing the back-

ward pass computation of 5-% e;r% and %—‘%




[ITANIVMEY  Sample computation graph for a simple 2-layer neural net (= 1 hidden layer)
with two input dimensions and 2 hidden dimensions.




