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Abstract—Visual media have important persuasive power, but prior computer vision approaches have predominantly ignored the persuasive aspects of images. In this work, we propose a suite of data and techniques that enable progress on understanding the messages that visual advertisements convey. We make available a dataset of 64,832 image ads and 3,477 video ads, annotated with ten types of information: the topic and sentiment of the ad; whether it is funny, exciting, or effective; what action it prompts the viewer to do, and what arguments it provides for why this action should be taken; symbolic associations that the ad relies on; the metaphorical object transformations on which especially creative ads rely; and the climax in video ads. We develop methods that use multimodal cues, i.e. both visuals and slogans, for both the image and video domains. Our methods rely on finding poignant content spatially and temporally. We also examine the creative story construction in ads: for videos, we learn to predict when the climax occurs (if any), and how effective the story is; for images, we analyze how object transformations in ads metaphorically depict product properties.

Index Terms—visual reasoning, vision and language, video understanding, representation learning, visual rhetoric, atypicality

1 INTRODUCTION

Visual media are informative, but they are also manipulative, intentionally or unintentionally [1], [2], [3], [4]. Targeted campaigns to change public opinions on matters with economic and social impact have been effective [5], [6]. Well-created ads gain great popularity and are seen by many, thus entering our common consciousness [7]. The public response to political images has caused policy changes as well as major governmental decisions on issues such as war involvement and admitting refugees [8], [9].

Despite the importance of the persuasive nature of visual media, there is a scarcity of computer vision approaches to understand visual rhetoric. While we have made impressive progress on inferring the explicit content in the media (e.g. objects, scenes, actions), the implicit nuances of the media have been overlooked, partly due to the significant challenges that this task poses. Sometimes the message of an advertisement image is simple, and can be inferred from body language, as in the “We can do it” ad (A) in Fig. 1. Other images convey more complex or clever messages, whose decoding relies on human visual recognition (including generalization), association, and reasoning capabilities. For example, in Fig. 1 (B), one might infer that because the eggplant and pencil form the same object, the pencil gives a very real, natural eggplant color. In Fig. 1 (C), one might conclude that Burger King burgers are delicious, since even employees from competitor restaurants (McDonalds) secretly buy them. In Fig. 1 (D), lungs symbolize breathing and by extension, life. However, a human first has to recognize the groups of trees as lungs, which might be difficult for a computer vision system to do, due to the atypical texture. In Fig. 1 (E), the viewer has to infer that the woman went on vacation from the fact that she is carrying a suitcase, and then surmise that she is bringing dead animals from the blood trailing behind her suitcase. A human knows this because she associates blood with injury or death. These are just a few examples of how ads use different types of visual rhetoric to convey their message, namely: association and symbolism, common-sense reasoning, and recognition of non-photorealistic objects. Understanding advertisements automatically requires decoding this rhetoric.

We argue that the ability to automatically understand the explicit or implicit messages of persuasive images is important. We focus on visual advertisements, and propose the following advancements on this task. First, because ads rely on human perception and reasoning, we collect and learn from human annotations on ads. Second, we explicitly model symbolic associations that ads exploit, and use these
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Fig. 2: The core idea of our method: We rely on spatial or temporal attention (symbols, climax), and two modalities (visual and text/audio), to understand the messages of image and video ads. At the top, we show symbols (rocket-speed, blood-injury, cap-education) and slogans embedded in the ads. At the bottom, we show frames from a video ad, along with predicted scene types, and the audio amplitude; we use these to infer the most important temporal region, or the climax, of a video.

to predict how a human would explain the message of a particular ad. Third, we model the structure of ads through attention mechanisms that mimic human associations and sentiments. Finally, since ads are multimodal, we exploit cues from the multiple channels to facilitate ad understanding. We show that our techniques improve the performance of off-the-shelf vision methods by 46%, for the more challenging type of ads in our dataset, namely public service announcements, and 31% for product ads.

In more detail, we propose a large, richly annotated dataset, that enables initial progress on the challenging task of automatically understanding the messages that visual advertisements convey. We released a dataset of 64,832 image ads, and 3,477 video ads. We provide ten key types of annotations on these: topics, sentiments, actions that the ad calls for, arguments it provides for taking the suggested actions, humor, excitement, effectiveness, symbolism, atypical or metaphorical object portrayals, and climax.

We propose a set of methods to predict these annotations. Our methods have two key characteristics: (1) they look for poignant regions in space and time, to make their decisions, and (2) they use multiple modalities, i.e. image/video and text/speech/sound. We focus on the task of inferring the suggested action (what the viewer should do) and provided arguments (why they should do it, according to the ad). We propose a novel method that embeds images and action-reason (what-why) statements, to allow retrieval of statements given an image. In particular, we train an attention model to select regions likely to contain symbolism, and use them to represent the image. The representation is affected by a mapping of visuals to symbolic meaning (e.g. gun-danger or speed-bullet, see top of Fig. 2), and also depends on slogans automatically extracted from the image. For video ads, we perform the same task in similar fashion, but use the speech in the audio track as a cue.

To better understand how stories are constructed in video ads, we develop two additional, related methods. One learns to predict the climax of a video, based on cues extracted in unsupervised fashion, e.g. audio amplitude and optical flow, and ones trained on a disjoint dataset, e.g. a distribution of the objects, places, and facial expressions in the video. The likelihood of an image frame to belong to the climax of a video can be used as an attention mechanism—more important content is near the climax. We learn to predict the effectiveness of a video using similar features.

Finally, to understand the story in image ads in greater depth, we examine a subset of ads that contain intentionally non-photorealistic, manipulated, metaphorical object portrayals (see Fig. 5). We annotate over 4,000 ads deemed atypical, with the type of object transformation they show (e.g. an object with the texture of another, or parts from two objects combined). We show analysis of the type of transformations ads use, that in the long run, can be used to semi-automatically generate ads.

This paper extends our prior work [10], [11], [12]. The major differences are as follows. First, we include new methods, results and analysis on two tasks, predicting action-reason statements in image and video ads. Unlike our previous work, here we incorporate the slogans embedded in image ads, and the audio channel in video ads, to infer the statement. This leads to a large boost in performance. We show new ablation results, and a new result comparing the difficulty of predicting what the viewer should do as opposed to why they should do it. Second, we develop methods for a new task that we did not previously tackle, namely predicting the effectiveness of a video ad. We test a variety of features for this task, both new and adapted from previous methods, and show that their combination works best. Third, we propose a new addition to our dataset which analyses the creative and metaphorical transformations of objects that ads use.

The potential impact of our work is as follows. Most directly, our work can be used to train models that can group ads according to different topics, and has recently been used to explore adversarial techniques to ad blocking [13]. Decoding ads would allow us to generate descriptions of these ads for the visually impaired, and thus give them richer access to the content shown in newspapers or on TV. Thus, our work is the rhetoric-aware analogue to recent captioning work and visual question answering for blind users [14]. It can also be employed in parallel with focus groups [4] to gauge quality and effectiveness before an ad is finalized and released. Using automatic understanding of the strategies that ads use, we can help viewers become more aware of how ads are tricking them into buying certain products. It can be used to gauge media biases, which could either strengthen or burst information bubbles [15], [16]. Finally, ads are both affected by, and affect, how we think about objects and people, thus our work broadly fits into recent efforts to cope with social biases creeping into machine models [17], [18].
2 RELATED WORK

Our work aims to automatically analyze one type of visual media, using novel techniques in the space of image-text embeddings, attention, atypicality, and video analysis. We discuss the most relevant work below.

Automated media analysis. There is a small body of work in analyzing persuasion and social phenomena as portrayed in the media domain. [19] analyze in what light a photograph portrays a politician, and [20] examine how the facial features of a candidate determine the outcome of an election. [21] examine the facial attributes of faces in politics, and [22] examine the variance of faces in ads. Some work also analyzes events (e.g. protests) as reported in social media [23]. This work primarily applies to images of people. Also related is work in parsing infographics, charts and comics [24], [25], [26]. In particular, these focus on modeling attention, or extracting information and answering questions about comic books. In contrast to these, our interest is analyzing the implicit arguments ads were created to make.

Predicting placement and responses to ads. We are not aware of any work in decoding the meaning of advertisements as we propose. However, [27], [28] predict click-through rates in ads using low-level vision features, whereas we predict what the ad is about and what message it carries. [29], [30] determine the best placement of a commercial in a video stream, or of image ads in a part of an image using user affect and saliency. [31], [32] detect whether the current video shown on TV is a commercial or not, and [33] detect human trafficking advertisements. [13] modify ads to be indiscernible from regular images, in order to bypass ad-blockers. In terms of human responses to ads, [34] predict how much human viewers will like an ad by capturing their facial expressions. Human facial reactions, and ad placement and recognition, are quite distinct from our goal of decoding the messages of ads. There is also extensive research in the media studies, communications and advertising research community [35], [36] on how ads build rapport, but this research is not computational.

Image-text embeddings. We approach the task of inferring the meaning of an ad, as retrieving a statement that describes what the viewer should do and why, according to the ad. We do this through an image-text embedding that we learn. There has been great interest in joint vision-language tasks, e.g. captioning [37], [38], [39], [40], visual question answering [41], [42], [43], [44], and cross-domain retrieval [45], [46]. These often rely on learned image-text embeddings. [11], [47] use triplet loss where an image and its corresponding human-provided caption should be closer in the space than pairs that do not match. [48] propose a bi-directional network to maximize correlation between matching images and text. None of these consider implicit persuasive intent, as we do.

Region proposals and attention. Our methods find the most relevant regions, in space (via region proposals) or time (via predicted climax). Region proposals [49], [50], [51] guide an object detector to regions likely to contain objects. Attention [52], [53] focuses prediction tasks on regions likely to be relevant. We show that for our task, the attended-to regions must be those likely to be visual anchors for symbolic references.

Atypical objects. As part of our analysis of the meaning of ads, we examine the creative, often atypical portrayal of objects (e.g. hybrid objects, atypically textured objects, etc.) In prior work, [54] build a generative model from typical objects, that learns typical relationships between objects, scenes and attributes in regular images, and uses it to predict whether an image is regular or abnormal. [55] rely on the distribution of object detection scores in different regions in the image. [56] detect objects placed in atypical contexts and environments. In contrast to these works, we consider finer nuances of transformations. [55] consider three types of transformations, while we consider eight. Further, we study *purposeful*, not accidental or purely artistic transformations, and examine the correlations between advertisement topics and transformation categories.

Effectiveness. Media arts papers have examined effectiveness as related to context [57], repetition [58], brand recognition [59], emotion and engagement [60], etc. Most of these papers require human input from surveys, and do not perform computational analysis or automatic prediction of effectiveness. [61] uses neural networks to predict TV ad effectiveness, but all 837 participants in the survey analyzed one of three ads, all of which were marketing toothpaste. Our dataset consists of close to forty topics and product types, thus making the task more challenging.

Video story and dynamics. One task in our work is to understand the structure of video ad stories. Others have developed techniques for understanding movie plots [43], [62] and the principal characters and their relations [63]. While there is no prior work on detecting climax in ads, some previous approaches model the tempo of other videos. [64] use cues like “motion intensity” and “audio pace” to detect action scenes. [65] use pacing to recognize movie genre since action movies are faster-paced than dramas. [66] create video stories out of consumer videos, using story composition and dynamics. We show semantic context features based on objects, scenes and emotions improve the performance of purely motion- or pace-based ones.

3 DATASET

We propose the problem of ad-understanding, and develop two datasets to enable progress on it. We collect a dataset of over 64,000 image ads (both product ads, such as the pencil or burger ads, and public service announcements, such as the anti-animal-souvenirs and environment-preservation ads from Fig. 1). Our ads cover a diverse range of thirty-eight subjects (e.g. food products, cosmetics, electronics, vehicles, travel, services, anti-violence public service announcements, etc.). We ask Amazon Mechanical Turk (MTurk) workers to tag each ad with its topic (e.g. what product it advertises or what the subject of the public service announcement is, e.g. “environment”), and what sentiment it attempts to inspire in the viewer (e.g. “disturbance” in the environment conservation ad). We also include crowdsourced answers to two questions: the action that the ad prompts (“What should the viewer do according to this ad?”) and the reason it provides (“Why should he/she do it?”). We include any symbolism that the ad uses (e.g. trees/lungs symbolize “life”, or a dove symbolizes “peace”).
In addition to these core annotations, for some of our images, we also collect three additional types: strategy of the ad, annotator-created slogan, and presence/types of atypical objects. For 4,000 ads, we ask what strategy the ad uses to convey its message (e.g. it requires understanding of physical processes such as burning). For 2,000 ads, we ask annotators to invent a creative slogan for the ad. As an addition to our previous work, for 4,064 creative ads, we also examine how they compose object parts in metaphorical, attention-attracting ways; we collect 15,816 annotations about eight categories of atypicality.

We also annotate a dataset of almost 3,500 video ads with topic, sentiment, action, reason, humor, excitement, and effectiveness. First, we ask annotators “Is the ad funny?” and “Is it exciting?” We also ask “How effective is the ad?” on a scale of 1 (least) to 5 (most) effective. Finally, on 1,149 video ads, we ask annotators to mark the time at which the climax of the video occurs, if present.

Our data collection and annotation procedures were informed by the literature in Media Studies, a discipline which studies the messages in the mass media. Our data is available at http://www.cs.pitt.edu/~kovashka/ads/. The dataset contains the ad images, video ad URLs, and annotations we collected, as well as a visualization tool to explore the dataset.

Below, we first describe how we collected the ad images and videos, then how we annotated them. For images and videos, we collected the annotations in Tables 1 and 2, respectively. We discuss most annotation types below. Please refer to [10] for a discussion of strategies and slogans.

### 3.1 Collecting ad images

We first assembled a hierarchy of keywords that describe ad topics at different levels of granularity. This hierarchy included both coarse topics, e.g. “fast food”, “cosmetics”, “electronics”, as well as fine topics, such as the brand names of products (e.g. “Sprite”, “Maybeline”, “Samsung”). For public service announcements (PSAs) we used keywords such as: “smoking”, “animal abuse”, “bullying”. We used the entire hierarchy to query Google and retrieve all the images (usually between 600 to 800) returned for each query. We removed all images of size less than 256x256 pixels, and obtained an initial pool of about 220,000 noisy images.

Next, we removed duplicates from this noisy set. We computed a SIFT bag-of-words histogram per image, and used the chi-squared kernel to compute similarity between histograms. Any pair of images with a similarity greater than a threshold were marked as duplicates. After de-duplication, we ended up with about 190,000 noisy images.

We removed images that are not actually advertisements, using a two-stage approach. First, we selected 21,945 images, and submitted those for annotation on MTurk, asking “Is this image an advertisement? You should answer yes if you think this image could appear as an advertisement in a magazine.” We showed plentiful examples to annotators to demonstrate what we consider to be an “ad” vs “not an ad”. We marked as ads those images that at least three out of four annotators labeled as an ad, obtaining 8,348 ads and 13,597 not-ads. Second, we used these to train a ResNet [67] to distinguish between ads and not ads on the remaining images. We set the recall of our network to 80%, which corresponded to 85% precision on a held-out set. We ran that ResNet on our 168,000 unannotated images for clean-up, obtaining about 63,000 images labeled as ads. We allowed annotators to label ResNet-classified “ads” as “not an ad” in a subsequent stage; annotators only used this option in 10% of cases. Finally we obtained 64,832 ads.

### 3.2 Collecting ad videos

Video advertisements reach broad audiences; e.g. an Old Spice commercial has over 56 million views. However, they are expensive to make [68], thus there are fewer commercials available on the web. We obtained a list of 949 ad videos from an Internet service provider. To increase the size of the dataset, we additionally crawled YouTube for videos, using the keywords we used to crawl Google for images. We picked videos that had been played at least 200,000 times and had more “likes” than “dislikes”. We ran an automatic de-duplication step. For every video, we separately took (1) 30 frames from the beginning and (2) 30 from the end, lowered their resolution, then averaged over them to obtain a single image representation, which is less sensitive to slight variations. If both the start and end frames of two videos matched according to a hashing algorithm [69], they were declared duplicates. We thus obtained an additional set of 5,028 noisy videos, of which we submitted 3,000 for annotation on Mechanical Turk. We combined the ad/not ad cleanup with the remainder of the annotation process. We used intuitive metrics to ensure quality, e.g. we removed videos that were low-resolution, very old, spoofs, or simply not ads. We thus obtained 3,477 video ads in total.

### 3.3 Topics and sentiments

The keyword query process used for image download (Sec. 3.1) does not guarantee that the images returned for

<table>
<thead>
<tr>
<th>Type</th>
<th>Count</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topic</td>
<td>204,340</td>
<td>Clothing, Electronics</td>
</tr>
<tr>
<td>Sentiment</td>
<td>102,340</td>
<td>Cheerful, Disturbed</td>
</tr>
<tr>
<td>Action</td>
<td>202,090</td>
<td>I should bike more often...</td>
</tr>
<tr>
<td>Reason</td>
<td>202,090</td>
<td>... because it’s healthy</td>
</tr>
<tr>
<td>Symbol</td>
<td>64,131</td>
<td>Danger (+ bounding box)</td>
</tr>
<tr>
<td>Atypical object</td>
<td>15,816</td>
<td>Tongue with strawberry texture</td>
</tr>
<tr>
<td>Strategy</td>
<td>20,000</td>
<td>Contrast</td>
</tr>
<tr>
<td>Slogan</td>
<td>11,130</td>
<td>Save the planet... save you</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Type</th>
<th>Count</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topic</td>
<td>17,345</td>
<td>Cars/automobiles, Safety</td>
</tr>
<tr>
<td>Sentiment</td>
<td>17,345</td>
<td>Cheerful, Amazed</td>
</tr>
<tr>
<td>Action</td>
<td>17,345</td>
<td>I should buy this car...</td>
</tr>
<tr>
<td>Reason</td>
<td>17,345</td>
<td>... because it is pet-friendly</td>
</tr>
<tr>
<td>Funny?</td>
<td>17,374</td>
<td>Yes/No</td>
</tr>
<tr>
<td>Exciting?</td>
<td>17,374</td>
<td>Yes/No</td>
</tr>
<tr>
<td>Effective?</td>
<td>16,721</td>
<td>Not/... Extremely Effective</td>
</tr>
<tr>
<td>Climax</td>
<td>2,386</td>
<td>00:30 (timestamp)</td>
</tr>
<tr>
<td>English?</td>
<td>15,380</td>
<td>Yes/No/Does not matter</td>
</tr>
</tbody>
</table>

1. Adriana Kovashka has formal training in Media Studies.
3.4 Actions and reasons

We collected 202,090 actions and corresponding reasons, with three action-reason pairs per image. Tab. 4 shows a few examples. We required workers to provide answers in the form “I should [Action] because [Reason].” For later tasks, we split this into two questions, i.e. we separately asked about the “What?” (action) and the “Why?” (reason). Examples of the most commonly used words in the questions and answers are shown in Tab. 5. We followed the same procedure for images and videos.

3.5 Symbols

In the second row of Fig. 3, the first image uses blood to symbolize injury, the second symbolically refers to the holiday spirit via the steam, the third uses a gun to symbolize danger, the fourth uses an oven mitt to symbolize hotness, the fifth uses icicles to symbolize freshness, and the sixth uses a motorbike to symbolize adventure. Decoding symbolic references is difficult because it relies on human associations. In the Media Studies literature, the physical
TABLE 4: Examples of collected action-reason pairs.

<table>
<thead>
<tr>
<th>Question</th>
<th>Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>What should you do, acc. to the ad?</td>
<td>I should buy Nike sportswear.</td>
</tr>
<tr>
<td>Why, acc. to the ad, should you do it?</td>
<td>Because it will give me the determination of a star athlete.</td>
</tr>
<tr>
<td>What?</td>
<td>I should buy this video game.</td>
</tr>
<tr>
<td>Why?</td>
<td>Because it is a realistic soccer experience.</td>
</tr>
<tr>
<td>What?</td>
<td>I should drink Absolut Vodka.</td>
</tr>
<tr>
<td>Why?</td>
<td>Because they support LGBT rights.</td>
</tr>
<tr>
<td>What?</td>
<td>I should look out for domestic violence.</td>
</tr>
<tr>
<td>Why?</td>
<td>Because it can hide in plain sight.</td>
</tr>
<tr>
<td>What?</td>
<td>I should not litter the ocean.</td>
</tr>
<tr>
<td>Why?</td>
<td>Because it damages the ocean ecosystem.</td>
</tr>
</tbody>
</table>

TABLE 5: Common words in responses to action and reason questions for selected topics, from the image dataset.

<table>
<thead>
<tr>
<th>What should you do?</th>
<th>Why should you do it?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Educat.</td>
<td>Travel</td>
</tr>
<tr>
<td>go college</td>
<td>go visit</td>
</tr>
<tr>
<td>use</td>
<td>fly</td>
</tr>
<tr>
<td>attend school</td>
<td>travel</td>
</tr>
<tr>
<td></td>
<td>airline</td>
</tr>
</tbody>
</table>

Fig. 5: Atypical object transformations in ads: (a-c, e) atypical textures, (d, f) parts of objects combined, (g) parts missing, (h) one object in another, (i) object in new context.

object or content that stands for some conceptual symbol is called “signifier”, and the symbol is the “signified” [35].

We develop a list of symbols (concepts, signifieds) and corresponding training data, using the help of MTurkers. We use a two-stage process. First, we ask annotators whether an ad can be interpreted literally (i.e. is straightforward), or it requires some non-literal interpretation. For simplicity, we treat all non-literal strategies as symbolism. If the majority of MTurkers respond the ad is non-literal, it enters a second stage, in which we ask them to label the signifier and signified. In particular, we ask them to draw a bounding box (which denotes the signifier) and label it with the symbol it refers to (the signified). 13,938 of all images were found to contain symbolism. We prune extremely rare symbols and arrive at a list of 221 symbols, each with a set of bounding boxes. The most common symbols are: “danger,” “fun,” “nature,” “beauty,” “death,” “sex,” “health,” and “adventure.” We use these symbol annotations to infer the messages of ads. We show that finding what regions in an image are symbolically salient is crucial for good performance.

3.6 Atypical object transformations

Creative ads use symbolism to convey properties, or sometimes create entirely new, abstract, atypical objects to convey a property. Examples are shown in Fig. 5. To complement our prior work, we collect annotations about the manner in which ad designers transform and combine objects to convey properties, analogies, humor or alarm.

First, we defined our objects of interest as those that are either deformed beyond the range of typical deformations (e.g. viewpoint, pose) that one might see in realistic imagery, or that are in an unlikely context. We manually examined all ads in our dataset for whether they potentially matched this definition, or were unambiguously regular images (not of interest). We found a total of 11,795 images of potentially transformed objects.

Second, we devised a taxonomy of object transformations; one author grew and collapsed it iteratively as she examined a subset of 42 images potentially of interest. The final taxonomy is the following (with examples in Fig. 5):

1) One type of texture: In this category objects are not in their original texture, and the new texture is borrowed from another object, e.g. owl with texture of coffee beans (Fig. 5a), car with texture of glass shards (Fig. 5b), or man with texture of turtle (Fig. 5e).
2) Textured from separate objects: The texture has been created from combining small objects, and there is distance between the objects that create the texture; e.g. apple made of apple crisps (Fig. 5c).
3) One object inside another; e.g. jar in an onion (Fig. 5h).
4) Object with missing part; e.g. man wo/ head (Fig. 5g).
5) Hybrid object: New object from parts of other objects; e.g. man/fish or thumb/candy (Figs. 5d, 5f).
6) Bent object: Solid objects which have been deformed from their original shape by bending, twisting, etc.
7) Liquid deformed object: Like bent object but for liquids.
8) Context replacement: One object is placed in the context where another typically occurs; e.g. beer in tree (Fig. 5i).
9) The image contains an atypical object but it cannot be assigned to any of the aforementioned categories.
10) The image does not contain any atypical objects.

Third, we obtained annotations on 4,064 images. Annotators were shown definitions and four examples per category, and were asked to choose one or several of the categories for each image. One image per batch came from the 42 we manually labelled and was used for quality control.

Fourth, annotators also had to provide fine-grained details for each category. For category 1, we asked what object has the new texture, and what this new texture is (e.g. a [human] with [turtle] skin). For category 2, we asked what object was created from small objects, and what these are
TABLE 6: Annotation statistics for atypical objects.

<table>
<thead>
<tr>
<th>Category</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Count</td>
<td>252</td>
<td>213</td>
<td>142</td>
<td>75</td>
<td>260</td>
<td>141</td>
<td>125</td>
<td>487</td>
</tr>
<tr>
<td>% Agree</td>
<td>41</td>
<td>46</td>
<td>45</td>
<td>42</td>
<td>45</td>
<td>48</td>
<td>58</td>
<td>51</td>
</tr>
</tbody>
</table>

(e.g. a [heart] made out of small [fruits]). For category 3, we asked what object is inside vs outside (e.g. a [sauce jar] inside an [onion]). For category 4, we asked what object has missing parts. For category 5, annotators wrote down what objects have been combined to create a new object (e.g. [man, fish], or [baby bottle cap, ketchup cap]). For category 6, they stated in what way an object has been deformed (e.g. twisted). For category 7, we similarly asked what liquid has been deformed (e.g. juice). For category 8, we asked what object has been placed in the context of another object (e.g. a [beer] in a [tree], or a [hot dog] in place of a [baby], in a lady’s arms). This further information was used to ensure quality, by forcing annotators to think harder about the task.

Table 6 shows statistics about the atypical object annotations. The first row shows the number of images with at least one annotation in this category. We see that category 8 (context replacement) is the most popular category, followed by category 5 (hybrid object). We also examine annotator agreement. On the task of binary typical/atypical categorization, on average 82% of annotators agreed with the final majority vote label (not shown in table), where chance is 50% and perfect agreement is 100%. For categories 1-8, we computed agreement as follows. If any annotators provided category C for image I, we checked what fraction of all annotators who labeled I chose C. Thus, agreement ranges between 33% and 100%. We see reasonable annotator agreement, especially for categories 7 and 8, where on average, 2 annotators out of 3 provide the same label. Note that for 658 of 1,122 images deemed atypical after majority voting, at least 2 annotators agree on the chosen transformation category.

We next analyzed the parts and objects that co-occur in our atypical ads, using the human-provided fine-grained annotations. For texture replacement, a common combination was body parts textured with foods, animals, and text. Body parts textured with animal textures were common for beauty ads. Restaurants and chocolate ads often used a human inside a piece of food. The hybrid object category often featured human-food and human-animal combinations, but those had different semantics. Human-food hybrids were often used by chocolate and ketchup ads, and frequently evoked the “eager” sentiment. In contrast, human-animal hybrids were featured in animal rights ads, and evoked “alertness” rather than “eagerness”. Further, food-nature hybrids were used in seasoning ads, and evoked “eagerness”. Human body parts combined with trees/nature were used in environment protection ads. In terms of correlations between action-reason words and object transformations, we observe that to illustrate being “natural” or “beauty”, a fruit, tree or flower might be part of the hybrid. “Exotic” products feature human-animal hybrids. Being “fun”, “easy”, “strong” or “tough” might be illustrated through a human-sport equipment hybrid. Phone-human hybrids imply being “safe” or “reliable”.

In the future, this data can be used to model the relationship between particular part/texture combinations, to better infer the topic and meaning of an ad. Alternatively, we can develop an application that guides non-expert users through the creation of ads. Given an ad topic (and optionally, sentiment to be projected), the app can propose possible object parts and combinations, and show users segments they can combine to create a full object, then perform some post-processing to smooth the result. This app can help automate prior work on creating visual metaphors [71].

3.7 Climax

While symbolism (Sec. 3.5) and atypicality (Sec. 3.6) are common in image ads, we found them less typical in videos. Since a video has more time to convey its message, we chose to examine the structure of the story temporally. Thus, we next annotate the climax in a video, as a cue for which parts of the video are poignant, similar to how symbolism indicates poignant image regions.

We obtained timestamps showing the moment when the climax, or most dramatic point, in a video occurs. In The Advertising Research Handbook [4], dramatic structure has four prototypical forms, and these depend on how positive and negative sentiment rises or declines. [4] examines product ads, and the changes in positive/negative sentiment are correlated with appearances of the brand. In PSAs, understanding the story often depends on understanding the climax of negative sentiment.

We collected climax annotations on a randomly chosen subset of videos from our dataset, using MTurk. We submitted each video to four workers. Each was asked to watch the video and could choose between two options, “the video has no climax” or “the video has climax.” If the latter, the worker had to provide the minute and second at which climax occurs. To ensure quality, annotators were also asked to describe what happens at the end of the video. We ended up with 1,149 videos that contain climax annotations. We manually inspected a subset and found the timestamps were often quite reasonable and descriptions were detailed.

3.8 Effectiveness

Effectiveness annotations were provided on a scale from “very ineffective” (rating 1) to “very effective” (rating 5), and contained self-reported estimates of effectiveness from viewers. The overall effectiveness for a video is computed as the mode of the five different annotators’ ratings for that video. This resulted in 193 samples for rating 1, 261 for 2, 1319 for 3 (neutral), 426 for 4, and 1278 for 5 (very effective). In experiments, to ensure class balance, the class with lowest count determined the number of sampled videos from each class. Therefore, 965 samples in total were used. For the binary task of predicting “effective or not”, we removed annotations with value 3.

3.9 Challenges of collection and quality control

A data collection task of this magnitude presented challenges on three fronts: speed of collection, cost, and quality. For each kind of annotation, we started with a price based on the estimated time it took to complete the task. As results would come in, we would adjust this price to account for the actual time taken on average and, often, also to increase...
the speed with which the tasks were being completed. Even after increasing the pay, some of the more difficult tasks, such as identifying symbolism and annotating actions and reasons, would still take a long time to complete. For symbolism, we offered a bonus to MTurkers who would do a large number of tasks in one day. We found this incentive quite effective in speeding up the collection. In total, collecting all annotations cost about $15,000.

For the tasks where MTurkers had to select options, such as topics and sentiments, we relied on a majority vote to disregard low-quality work. For action-reason statements, we used heuristics, the number of short or repetitive responses and number of non-dictionary words in the answers, to shortlist suspicious responses for manual examination. For symbolism, we manually reviewed a random subset of responses from each MTurker who did more than a pre-specified number of tasks in a day. For climax and atypical objects, we looked at free-form text to gauge the effort that the annotator was putting in the annotation process, and reject careless submissions accordingly. For all tasks, we also restricted the tasks to workers who exceeded a threshold of approval ratings (95-98%), over 1000+ submissions.

4 Approach

We focus on two key tasks. First, we learn to predict the action and reason that an ad prompts. Second, we model the structure of the story that an ad conveys. In the image space, this takes the shape of analyzing the non-photorealistic object portrayals that ads create to metaphorically relate properties. In the video space, we look at the climax and effectiveness of the ad story. Our methods are unified through two characteristics. First, they look for visually and semantically poignant regions in space (in images) or time (in videos). Second, they consider two modalities, visual and language: text (in images) or speech (in videos).

4.1 Inferring actions and reasons

We first present an approach that allows us to retrieve an appropriate description for an ad image or video, i.e. one that describes what the viewer should do and why, according to the ad. We learn an embedding space where we can evaluate the similarity between ad images (or videos) and ad messages (Sec. 4.1.1). We represent an ad image as a weighted average of its regions that are likely to make symbolic references (Sec. 4.1.2), the slogans extracted from the image (Sec. 4.1.3), and knowledge from recognized symbols and objects (Sec. 4.1.4). For an ad video, we use bag of frames to represent its visual content (Sec. 4.1.5), and extract its speech information to complement the visual feature (Sec. 4.1.6). Our full approach is defined in Sec. 4.1.7, which is a fused model. In Sec. 5.1 we demonstrate the utility of each component.

In Hussein et al. [10], we modeled a similar task as a classification problem, where given a question “Why should the viewer do [action]?””, our system responds with a single-word [reason] answer. However, using a single word is insufficient to capture the rhetoric of complex ads. On one hand, summarizing the full sentence using only one word is too challenging, for example, for the question “Q: Why should I buy authentic Adidas shoes?”, the ground-truth answer “feet” used in [10] cannot convey the meaning of the full-sentence answer “Because it will protect my feet”. Further, picking one word as the answer may be misleading and imprecise, for example, for the “Q: Why should I buy the Triple Double Crunchwrap?”, picking “short” from the sentence “Because it looks tasty and is only available for a short time” is problematic. Thus, while in [11] we show that we outperform prior art on the original question-answering task from [10], here we focus on the sentence retrieval task.

In particular, we ask the system to pick which action-reason statement is most appropriate for the image (or video). We retrieve statements in the format: “I should [action] because [reason].” e.g. “I should speak up about domestic violence because being quiet is as bad as committing violence yourself.” We gather the three or five annotated statements paired with each image and video respectively, and we use all these labeled data as paired ground-truth. For each image, we use three related statements (i.e. statements provided by humans for this image) and randomly sample 12 unrelated statements (written for other images). The system must rank these 15 statements based on their similarity to the image. Similarly, for each video, we use all five related statements, and randomly sample 20 unrelated ones (annotated for other videos). This sampling strategy ensures that the naive solution of random guess achieves roughly 20% accuracy on both the image and the video tasks.

4.1.1 Basic cross-modal embedding

We first directly learn an embedding that optimizes for the retrieval/ranking task. We require that the similarity between an image (video) and its corresponding statement should be higher than the similarity between that image (video) and any other statement, or between other images (videos) and that statement. Thus, we minimize Eq. 1:

$$L(v, t; \theta) = \sum_{i=1}^{K} \sum_{j \in N_{vt}(i)} \max \left(0, \frac{v_i^T t_j}{\|v_i\| \|t_j\|} - \frac{v_i^T t_k}{\|v_i\| \|t_k\|} + \beta \right)$$

$$+ \sum_{j \in N_{tv}(i)} \max \left(0, \frac{t_i^T v_j}{\|t_i\| \|v_j\|} - \frac{t_i^T v_k}{\|t_i\| \|v_k\|} + \beta \right)$$

(1)

where $K$ is the batch size; $\beta$ is the margin of triplet loss; $v$ and $t$ ($v, t \in \mathbb{R}^{200 \times 1}$) are the visual and textual embeddings we are learning, respectively; $v_i, t_j$ correspond to the same ad and $v_i^T t_j$ measures the cosine similarity between the paired visual and textual embeddings; $N_{vt}(i)$ is the negative statement set for the $i$-th image (video), and $N_{tv}(i)$ is the negative visual set for the $i$-th statement, defined in Eq. 2. These two negative sets involve the most challenging $k'$ examples within the size-$K$ batch. A natural explanation is that Eq. 2 seeks to find a subset $A \subseteq \{1, ..., K\}$ which involves the $k'$ most confusing examples.

$$N_{vt}(i) = \arg \max_{A \subseteq \{1, ..., K\}, |A|=k'} \sum_{j \in A, j \neq i} \frac{v_i^T t_j}{\|v_i\| \|t_j\|}$$

$$N_{tv}(i) = \arg \max_{A \subseteq \{1, ..., K\}, |A|=k'} \sum_{j \in A, j \neq i} \frac{t_i^T v_j}{\|t_i\| \|v_j\|}$$

(2)
Text embedding. For the action-reason statement of an image, we use LSTM [72] to encode it to an embedding $t$. Assume an input sequence of words $s_1, \ldots, s_T$ where $T$ denotes sequence length, each word $s_t \in \mathbb{R}^{V \times 1}$ ($t \in \{1 \ldots T\}$, $V$ is the vocabulary size) is a one-hot representation, and the word embedding process $\varphi_{emb}(s_t) = w_{emb}^T s_t$ (we initialize $w_{emb} \in \mathbb{R}^{V \times 200}$ from GloVe [73]) encodes each word $s_t$ to a 200-D word embedding $\varphi_{emb}(s_t)$. We use the last hidden state $h_T \in \mathbb{R}^{200 \times 1}$ as the textual embedding $t$.

For the action-reason statement of a video, we use mean-pooling (bag of words) of the word embedding vectors to represent $t$, due to the limited training set size.

Hard negative mining. Different ads might convey similar arguments, so the sampled negative may be a viable positive. For example, for a car ad with associated statement “I should buy the car because it’s fast”, a hard negative “I should drive the car because of its speed” (provided on another image) may also be proper. Using the $k'$ most challenging examples in the size-$K$ batch (Eq. 2) is our trade-off between using all and using only the most challenging example, inspired by [47], [74], [75].

4.1.2 Image embedding using symbol regions
Since ads are carefully designed, they may involve complex narratives with several distinct components, i.e. several regions in the ad might need to be interpreted individually first to decode the full ad’s meaning. As we show in [11], the chosen regions should be those likely to serve as visual anchors for symbolic references (such as the rocket, blood or graduation cap in Fig. 2). Our intuition is that ads draw the viewer’s attention in a particular way, and the symbol bounding boxes, without symbol labels, can be used to approximate this. Thus we use all the 13,938 images annotated with symbolic references, each with up to five bounding box annotations. We use the SSD object detection model [51] implemented by [76], pre-train it on the COCO [77] dataset, and fine-tune it with the symbol bounding box annotations [10], to obtain region proposals.

We use bottom-up attention [40], [78], [79] to aggregate the information from symbolic regions (see Fig. 6). Specifically, we use the Inception-v4 model [80] to extract CNN features for all symbol proposals $\{x_1, \ldots, x_M\}$ (we set $M = 10$, i.e., 10 proposals per image), resulting in $\{\phi_{cnn}(x_1), \ldots, \phi_{cnn}(x_M)\}$ where $\phi_{cnn}(x_m) \in \mathbb{R}^{1536 \times 1}$. Then, for each CNN feature $\phi_{cnn}(x_m)$, fully-connected layers are applied to project it to: 1) a 200-D embedding vector $v_m$ (Eq. 3, $v_m \in \mathbb{R}^{1536 \times 200}$), and 2) an importance score $\alpha_m$ (Eq. 4, $\alpha_m \in \mathbb{R}^{1536 \times 1}$). The final image representation $z_{img}$ is a weighted sum of these region-based vectors (Eq. 5).

$$v_m = \phi_{cnn}(x_m)$$

$$\alpha_m = \frac{\exp(w_{att}^T \phi_{cnn}(x_m))}{\sum_{t=1}^M \exp(w_{att}^T \phi_{cnn}(x_t))}$$

$$z_{img} = \sum_{m=1}^M \alpha_m v_m$$

The loss to learn the image-text embedding is the same as Eq. 1, defined using the region-based image representation $z_{img}$ as $v$: $L(z_{img}, t; \theta)$.

4.1.3 Encoding of the embedded slogan
In most cases, the image alone does not tell the full story of the ad, and may be (intentionally) ambiguous [81]. Thus, we also need to consider the slogan embedded in the ad to accurately retrieve statements about it. Two examples are shown in Fig. 7. It is clear that the ad understanding task becomes easier if we can read the slogans in both images, namely “words can be deadly.” and “Human Trafficking. Don’t ignore it”. Inspired by these examples, we design a method to read the slogan information and thus improve the performance of inferring actions and reasons.

Given an image, we first use the Optical Character Recognition (OCR) functionality of the Google Cloud Vision API [82] to extract the text in the ad. We concatenate all the detected pieces into one. About half of the ads have up to 20 detected tokens (usually a word or part of a word). One-fifth has between 20 and 50 tokens, 14% has between 50 and 100 tokens, and the rest of the ads have over 100 tokens. We use a standard LSTM model to obtain a slogan embedding which results in $z_{slg} \in \mathbb{R}^{200 \times 1}$. The model using only the slogan modality can be trained using $L(z_{slg}, t; \theta)$ in Eq. 1.

4.1.4 Knowledge from symbols and visual objects
We next exploit the symbol labels which are part of [10]. Symbols are abstract words such as “freedom” and “happi-
We learn a multilabel classifier \( u \) symbols, we base our work on the 53 symbol clusters in [10]. Learning more feasible, instead of training classifiers on all that generalizes beyond the annotated images. To make the symbol labels requires the training of a symbol classifier respectively lack the symbols. Therefore, our method of using ads. Directly using the annotated symbols is unfeasible.

Fig. 7: Example slogans from the image ads dataset. Both images require reasoning which makes the task challenging even for a human. However, given the slogan text information, understanding the message of the ads becomes easier.

ness” that provide additional information humans sense in the ads. Directly using the annotated symbols is unfeasible. On one hand, the symbol words labeled in the dataset are long-tailed because of the free-form annotations. On the other hand, the symbol annotations are available for only 13,938 images, and non-annotated images do not definitively lack the symbols. Therefore, our method of using symbol labels requires the training of a symbol classifier that generalizes beyond the annotated images. To make the learning more feasible, instead of training classifiers on all symbols, we base our work on the 53 symbol clusters in [10]. We learn a multilabel classifier \( u_{symb} \in \mathbb{R}^{1536 \times 53} \) to obtain a symbol distribution \( \sigma(\mathbf{u}_{symb}^\top \phi_{cnn}(\mathbf{x})) \) given the feature \( \phi_{cnn}(\mathbf{x}) \in \mathbb{R}^{1536 \times 1} \), where \( \sigma \) is sigmoid.

To use the additional knowledge (i.e., classifier \( u_{symb} \)) regarding the symbols, we use a fully connected layer to project the symbol distribution to the joint embedding feature space, resulting in \( \mathbf{z}_{symb} \in \mathbb{R}^{200 \times 1} \):

\[
\mathbf{z}_{symb} = \mathbf{u}_{symb}^\top \sigma(\mathbf{u}_{symb}^\top \phi_{cnn}(\mathbf{x}))
\]

Much like symbols, the objects found in an image are quite telling of the message of the ad. For example, environment ads often feature animals, safe driving ads feature cars, beauty ads feature faces, drink ads feature bottles, etc. Since the Ads Dataset contains insufficient data to model object categories, we use DenseCap [39] to bridge the objects defined in Visual Genome [83] to the ads reasoning statements. More specifically, we use the DenseCap model to generate image captions and treat these as pre-fetched knowledge. For example, the caption “woman wearing a black dress” provides extra information about the objects in the image: “woman” and “black dress”. Modeling the visual objects is similar to modeling the slogan (Sec. 4.1.3). We concatenate all the captions generated by DenseCap into a long textual description, then use an LSTM model to encode the sequence, resulting in objects-text embedding \( \mathbf{z}_{obj} \).

In our setting, word embedding weights are not shared among the three vocabularies (ads statement, slogan, and DenseCap words). Our intuition is that the meaning of the same surface words may vary in these domains thus they need to have different representations. The parameters of the LSTM models are also not shared, because the grammar and the sentence structures vary in the three domains.

4.1.5 Video embedding model

For the video domain, we treat the video as a bag of frames (BOF) which ignores the sequence order, due to the limited size of our video ads dataset. Consider a frame sequence \( x_1, \ldots, x_R \) of a video where \( R \) is the total number of frames. Given that we sample 1 frame per second, \( R \) also equals to the time duration measured in seconds. We use Inception-v4 [80] to extract frame features, resulting in \( \phi_{cnn}(x_1), \ldots, \phi_{cnn}(x_R) \). The BOF model uses mean-pooling to represent the video contents. Eq. 7 shows the details where \( \mathbf{w}_{vdо} \in \mathbb{R}^{1536 \times 200} \) are the parameters.

\[
\mathbf{z}_{vdо} = \frac{1}{R} \sum_{r=1}^{R} \left( \mathbf{w}_{vdо}^\top \phi_{cnn}(x_r) \right)
\]

Given the video representation \( \mathbf{z}_{vdо} \in \mathbb{R}^{200 \times 1} \), the basic video model that retrieves statements can be trained using \( L(\mathbf{z}_{vdо}, \mathbf{t}; \theta) \) similar to Eq. 1. However, the image feature \( \mathbf{v} \) is substituted with the video feature. Due to size of the dataset, we also change to using bag of words (mean-pooling of the word embeddings) to encode the action-reason statement to avoid overfitting.

4.1.6 Video embedding using speech-to-text

There is more information than the visual frames that can help distinguish the contents. For example, the audio may involve different styles of music and the speech may directly convey the ad messages. We focus on the speech information since we think they are better suited for the task of retrieving the action-reason statements.

Given a video, we use FFmpeg [84] to extract the audio track. We then invoke the Google Cloud Speech-to-text API [85] to extract text from the audio data. After getting the text tokens, we concatenate them to a single sentence and use mean-pooling during training to aggregate individual word embeddings, resulting in \( \mathbf{z}_{spch} \in \mathbb{R}^{200 \times 1} \). Training this individual model uses \( L(\mathbf{z}_{spch}, \mathbf{t}; \theta) \).

4.1.7 ADVISE: our final model

Our final ADs Visual Semantic Embedding model uses late fusion (we use pointwise-add) to combine the components. For the full model on the image ads, components described in Sec 4.1.2, 4.1.3, 4.1.4 are used, and we optimize \( L(\mathbf{z}_{img} + \mathbf{z}_{slg} + \mathbf{z}_{symb} + \mathbf{z}_{obj}, \mathbf{t}; \theta) \). For video ads, Sec 4.1.5 and 4.1.6 are used, and we optimize \( L(\mathbf{z}_{vdо} + \mathbf{z}_{spch}, \mathbf{t}; \theta) \).

Note that a version of this method for images only appeared in [11]. However, that method did not include the slogan representation, and incorporated symbol/object knowledge in a different manner. Further, the method for retrieving action-reason for videos is completely new.

4.2 Predicting topics and sentiments

A simpler version of understanding the “message” of an ad is to simply predict what it is about. Thus, we also learn to predict the topic of an ad, and what sentiment it aims to evoke in the viewer. We treat these as categorization
tasks. We choose the most frequent topic/sentiment per image/video, among the multiple annotations provided, as the ground-truth label. We then train 152-layer ResNets [67] to discriminate between our 38 topics and 30 sentiments.

For video, we train similar predictors, but using action-based representations. We believe the actions in the video ads may have significant impact on understanding the ads. Due to the smaller size of our dataset, we only experiment with a simple approach to predict topic and sentiment. We use the C3D network [86], [87] originally used for action recognition as a feature extractor. It is pre-trained on Sports-1M [87] and fine-tuned on UCF101 [88]. We convert videos into frames, and take consecutive 16 frames as a clip. We extract fc6 and fc7 features for each clip and average the features for all clips within the same video, as our final video representation. We train separate multi-class SVMs to distinguish between our 38 topics and 30 sentiments.

4.3 Analyzing story structure and effectiveness

We next propose an approach for understanding the structure of the story told in a video ad. Specifically, we aim to detect when the climax of a video occurs. Climax can be used in downstream tasks, e.g. sentiment prediction, as we show in [12]. Next, we use features related to climax, to infer the effectiveness of the video ad.

To predict climax, we use the climax annotation dataset (Sec. 3.7). We model climax using a variety of cues, both non-semantic (e.g. dynamics, audio) and semantic ones (e.g. predicted places, objects, expressions):

- **Audio amplitude** $a^k$, the max amplitude of audio for the $k$-th frame. We first extract the sound channel from the video, take a fixed number of samples from the sound wave per second, then compute the max across the samples for that frame.

- **Shot boundaries**, equal to 0 or 1 depending on whether a shot boundary occurs in the $k$-th frame. We use [89] for shot boundary extraction. In order to obtain more informative cues, we vary the parameters of [89] to get five 0/1 predictions per frame and use this 5D prediction $b^k$ as the representation for the $k$-th frame.

- **Optical flow magnitude** $o^k$, computed as
  \[
  o^k = \frac{1}{W \times H} \sum_{w=1}^{W} \sum_{j=1}^{H} \sqrt{u_{i,j}^k \times u_{i,j}^k + v_{i,j}^k \times v_{i,j}^k}
  \]
  where $u_{i,j}^k$ and $v_{i,j}^k$ are the horizontal and vertical optical flow components for each pixel $(i, j)$ in the $k$-th frame, extracted using [90].

- **Facial expressions**: We observed that the response that the video provokes in the viewer often depends on the emotions that the subjects of the video go through. For example, if a child in an ad video is initially “happy” but later becomes “sad,” the change might correlate with climax because something disturbing must have happened. Thus, we first detect the faces using OpenFace [91]. We then extract the expression of each face using an Inception model [92] trained on the AffectNet dataset [93]. Two types of results are predicted: (1) the probability distribution among the eight expressions defined in AffectNet, and (2) the valence-arousal values for the face, saying how pleased and how active the person is (in range -1 to +1). We average the face expressions (10 values) for all faces detected in the $k$-th frame, to get the 10D final representation $f^a_k$.

- **Setting**, i.e. the type of place/scene. Let $vp = \{p_1, \ldots, p_{365}\}$ be the vocabulary of places in the Places365 dataset [94]. We use a pre-trained prediction model from [94] to obtain a 365D vector $pl^k = [l_1^k, \ldots, l_{365}^k]$, where $l_i^k$ is the probability that the $k$-th frame exemplifies the $i$-th place.

- **Objects**: Let $vo = \{v_1, v_2, \ldots, v_{80}\}$ be the vocabulary of the COCO object detection dataset [77]. We use the model of [76] trained on COCO to get the objects in a frame. We then use max-pooling to obtain an 80D fixed-length feature vector $ob^k = [s_1^k, \ldots, s_{80}^k]$, where $s_i^k$ is the maximum confidence score among multiple instances of the same object class $v_i$ in frame $k$.

Finally, we predict climax using an LSTM (with 64 hidden units) that outputs 0/1 for each frame, where 1 denotes that the frame is predicted to contain climax. The frame-level features for the $k$-th frame are ResNet features $x_k \in \mathbb{R}^{2048 \times 1}$, optical flow magnitude $o_k \in \mathbb{R}^{1 \times 1}$, shot boundary indicators $b_k \in \mathbb{R}^{5 \times 1}$, sound amplitude $a_k \in \mathbb{R}^{1 \times 1}$, place representation $pl^k \in \mathbb{R}^{365 \times 1}$, object representation $ob^k \in \mathbb{R}^{80 \times 1}$, and facial expressions $fa_k \in \mathbb{R}^{10 \times 1}$.

We previously presented this method in [12].

**Predicting effectiveness.** From the point of view of the company that ordered an ad, the message of the ad might matter only in so much as the message makes the ad effective. To predict effectiveness, we use the features used for climax. We also add aggregate features that do not depend on the frame: the duration of the video, the average hue, the ground-truth topic and sentiment labels (encoded with one-hot representation), and whether the video is “funny” or “exciting” (binary labels). We found that of the climax features, only audio and a places distribution seem to be predictive of effectiveness. Due to the sparse labeled data (less than 1000 samples, see Sec. 3.8), we combine the features using AdaBoost [95].

5 Experiments

We show results on seven tasks. First, we examine our method’s ability to rank action and reason statements (what the viewer should do and why). This is our core task that gauges how well the method understands the message of an ad. Second, we take an in-depth look at the story of the ad. We look for attractive visual content temporally (climax) and statically within image ads (atypical objects). We also show how well we can predict the effectiveness of video ads. We conclude with two simplified classification tasks, predicting the topic and sentiment of the ad. All experiments are conducted on the dataset described in Sec. 3 using a held-out set of the appropriate annotations.

5.1 Retrieving action/reason statements

For the task of inferring the actions and reasons of the image ads, we use the splits defined in [96]. We use the 51,223 trainval images which are paired with 161,557 annotated statements for training; and evaluate on the 12,805 test images paired with 40,178 statements. We use TensorFlow [97] to build our model. We use a learning rate of 0.001, and the RMSProp optimizer with 0.95 decay and 1e-8 momentum. We use a batch size of 128, and all models are trained for
TABLE 7: Action-reason statement ranking results; high Accuracy and low Min Rank is desired. **Bold** is best, *Italics* is second- and third-best.

<table>
<thead>
<tr>
<th>Method</th>
<th>Product</th>
<th>PSA</th>
<th>Product</th>
<th>PSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMAGE ONLY</td>
<td>0.630</td>
<td>0.149</td>
<td>1.836</td>
<td>2.218</td>
</tr>
<tr>
<td>SLOGAN ONLY</td>
<td>0.791</td>
<td>0.677</td>
<td>1.599</td>
<td>1.788</td>
</tr>
<tr>
<td>IMAGE+SLOGAN</td>
<td>0.847</td>
<td>0.712</td>
<td>1.320</td>
<td>1.635</td>
</tr>
<tr>
<td>IMAGE+SymbS</td>
<td>0.640</td>
<td>0.489</td>
<td>1.764</td>
<td>2.241</td>
</tr>
<tr>
<td>Full Method</td>
<td>0.847</td>
<td>0.733</td>
<td>1.282</td>
<td>1.554</td>
</tr>
<tr>
<td>Full Method (BOW)</td>
<td>0.827</td>
<td>0.718</td>
<td>1.318</td>
<td>1.588</td>
</tr>
</tbody>
</table>

roughly 60 epochs. To choose the best model, we use a held-out validation set with approximately 20% trainval data. For the similar action/reason ranking task on the video data, we split the 3,477 videos into trainval/test sets (80%/20%), resulting in 2,777 trainval and 700 test videos. We use a learning rate of 0.003 and roughly 170 epochs (3,000 steps). The remaining details are as for the image task.

We evaluate to what extent our proposed method (Sec. 4.1) is able to match an ad to its intended message; the message contains both the action and reason. We compare the following ablations of our method. All but the last one use an LSTM to encode the action-reason statements.

- **IMAGE ONLY** uses region proposals trained from our symbolism data, without symbol labels (Sec. 4.1.2).
- **SLOGAN ONLY** is the method that uses OCR to extract the slogan embedded in the image (Sec. 4.1.3).
- **IMAGE+SLOGAN** combines the image and slogan by optimizing \( L(z_{img} + z_{slog}, t; \theta) \).
- **IMAGE+SymbS** uses additional knowledge from pre-trained multi-label symbol classifier \( u_{sym} \) (Sec. 4.1.4), and optimizes \( L(z_{img} + z_{sym}, t; \theta) \).
- **Full Method** combines the region-based image representation, slogan, symbol, and object (Sec. 4.1.7).
- **Full Method (BOW)** is the same as the previous method but uses bag of words representation, i.e. we average the individual word embeddings to get the full-text embedding (for statement, slogan, and object).

In [11], we demonstrated that IMAGE ONLY greatly outperforms prior work such as [47], [48]. We evaluate the ablations in terms of two metrics: Accuracy which is the percentage of correct top-1 predictions; and Min Rank, which is the averaged ranking value of the best-ranked true matching statement (best possible rank is 1). We expect a good model to have high Accuracy and low Min Rank scores. We show results separately for product and public service announcement (PSA) ads, as in [11].

The results are shown in Tab. 7. The most important two modalities, as we expected, are the image (IMAGE ONLY) and slogan (SLOGAN ONLY). Adding symbols to the image representation helps for products, but less than adding the slogan. Interestingly, the slogan extracted from the image seems to be more helpful than the image itself. This is likely because the slogan is more straightforward than the image. The image is designed to be attractive and may intentionally be ambiguous in isolation. Further, there is larger variance in how a particular message (e.g., “Don’t smoke”) might be visually portrayed (e.g., guns, body parts, burned textures) compared to the slogan text variance. Thus, our action-reason annotators rely on the slogan and may even borrow individual words in their annotations; still human-provided statements have very little overlap as the annotators need to interpret the slogan when writing the action-reason statements. For many ads, the slogan alone is ambiguous too (e.g. “winter collection” may be a fashion ad or a homeless PSA). This explains why the fusion of both image and slogan modalities (IMAGE+SLOGAN) outperforms both IMAGE ONLY and SLOGAN ONLY. In particular, IMAGE+SLOGAN outperforms IMAGE ONLY by 34% on Product ads and 45% on PSAs, in terms of accuracy. This greater improvement on PSAs might be because these are less intuitive and more “clever” than product ads, thus hints from the slogan are more important. The inclusion of objects and symbols in our full method (FULL METHOD) improves the accuracy of IMAGE+SLOGAN on PSAs by 3%. Finally, aggregating text information using averaging (FULL METHOD (BOW)) provides slightly worse results compared to FULL METHOD, i.e. accuracy reduced by 2% on product ads and PSAs.

We next break down the action-reason ranking task into two tasks, separately ranking action and reason. The results are shown in Tab. 8. In general, the task of ranking the combined action-reason is the easiest one since it only requires the model to be confident about either the action or the reason. The additional image information (IMAGE+SLOGAN VS SLOGAN ONLY) gives 18% reduction in rank while the extra slogan message (IMAGE+SLOGAN VS IMAGE ONLY) reduces rank by 35%. The action statement ranking is the second-easiest. Using the image gives 16% performance gain over slogan only. Predicting the reason statement is the most challenging, and offers the most limited room for improvement when using the image (9% over slogan only).

Finally, we show the performance on ranking statements for video ads (rather than image ads as before). We use the same metrics. We compare the following methods:

- **FRAME ONLY (BOF)** is the model that only uses the video representation (Sec. 4.1.5).
- **SPEECH ONLY (BOF)** only uses the text information extracted by speech recognition (Sec. 4.1.6).
- **FRAME+SPEECH (BOF)** combines the bag-of-frames encoded video and speech by optimizing \( L(z_{vido} + z_{spch}, t; \theta) \) (Sec. 4.1.7). This is our final model.
- **FRAME+SPEECH (LSTM)** is similar but uses LSTM to encode all modalities (video, speech, and statement).

The results are shown in Tab. 10. Unlike the scenario in the image task, the directly detected spoken language (SPEECH ONLY (BOF)) is less useful than the pure visual cue (FRAME ONLY (BOF)); the visual feature is 10% better in terms of accuracy. This implies the ads designers did not put many unambiguous explanations in the conversation. However, we see that the conversation does help improve understanding, when used in combination with the frames: in terms of accuracy, FRAME+SPEECH (BOF) is 14% better
TABLE 9: Effectiveness prediction using the most promising frame-level climax features (last two) and video-level features.

<table>
<thead>
<tr>
<th>Features/Method</th>
<th>Accuracy (binary)</th>
<th>Topic</th>
<th>Sentiment</th>
<th>Funny</th>
<th>Exciting</th>
<th>Hue</th>
<th>Duration</th>
<th>Audio</th>
<th>Places</th>
<th>Boosting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chance</td>
<td>0.5000</td>
<td>0.3627</td>
<td>0.3386</td>
<td>0.3586</td>
<td>0.3967</td>
<td>0.3151</td>
<td>0.3562</td>
<td>0.3246</td>
<td>0.5224</td>
<td>0.6131</td>
</tr>
<tr>
<td>Audio</td>
<td>0.603</td>
<td>0.2300</td>
<td>0.561</td>
<td>w/in 1s</td>
<td>0.2094</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sentiment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Duration</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Audio (no training)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE 10: Ranking action-reason statements for video ads.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Min Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>FRAME ONLY (BOF)</td>
<td>0.560</td>
<td>2.401</td>
</tr>
<tr>
<td>SPEECH ONLY (BOF)</td>
<td>0.507</td>
<td>2.987</td>
</tr>
<tr>
<td>FRAME+SPEECH (BOF)</td>
<td>0.639</td>
<td>2.085</td>
</tr>
<tr>
<td>FRAME+SPEECH (LSTM)</td>
<td>0.561</td>
<td>2.547</td>
</tr>
</tbody>
</table>

TABLE 11: Climax prediction, using top-3 accuracy.

<table>
<thead>
<tr>
<th>Method</th>
<th>w/in 0s</th>
<th>w/in 1s</th>
<th>w/in 2s</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet only</td>
<td>0.190</td>
<td>0.400</td>
<td>0.523</td>
</tr>
<tr>
<td>Audio (no training)</td>
<td>0.178</td>
<td>0.403</td>
<td>0.534</td>
</tr>
<tr>
<td>Ours</td>
<td>0.226</td>
<td>0.439</td>
<td>0.546</td>
</tr>
</tbody>
</table>

We next show the impact of the same features, along with a few additional features, to predict how effective a video story might be. We show a binary task and five-way task (of predicting the exact score, 1 through 5). We measure accuracy in both cases. We show the results in Table 9. We see that predicting effectiveness is generally a challenging task, and performance is low overall. The strongest features are excitement, topics, sentiment and duration. The boosted combination of features is the strongest, achieving 9% improvement over the single best method in the five-way task.

5.3 Recognizing objects with atypical texture
We next describe preliminary results that use our object transformation annotations. We train a VGG16 to distinguish between ads containing typical versus atypical objects. For training, we use the preliminarily labeled set of potentially atypical and certainly typical images; we use 22,568 images total, with equal number from each category. For validation and test, we use the data annotated by MTurk workers. To test, we use 1,106 images (553 for each category) on which all three annotators agree on the typical/atypical label. We use the Adam optimizer with a learning rate $10^{-5}$. We thus achieve 66.91% accuracy on the test set. This is significantly higher than a random guess, indicating that atypicality can be visually distinguished. We do not pursue categorization of the eight transformation types (Sec. 3.6) because we find that these are not mutually exclusive. Using more sophisticated methods that explicitly model object context to recognize atypicality, or recognize semantic inconsistencies in the co-occurring objects, is the subject of our future work.

5.4 Predicting topics and sentiments
We conclude with results on two tasks that are a simplification of understanding the message of the ad. We predict the topic of the ad and the sentiment that it aims to provoke. We show the results in Table 12, for both images and video. We see that even though there are fewer sentiments in the vocabulary (30 as opposed to 38 as for topics), sentiment prediction is a more challenging task.

6 Conclusions
In this paper, we presented our dataset and approaches for understanding the messages that advertisements convey. We used approaches that rely on spatial and temporal attention, and combine cues from multiple modalities. We tested these methods on the tasks of predicting what the viewer
should do and why, measuring when the climax in a video occurs, how effective a video ad is deemed, and how objects are transformed to metaphorically convey properties.

Thus far we have approached ad understanding using supervised approaches and annotations primarily collected for the tasks of interest. However, ads reside in a broader media content, and on associations humans have acquired over the years. In particular, ads rely on human experiences about how life situations evolve, what properties different objects typically have, how other people behave, etc. Thus, in future work, our key focus will be to incorporate information and knowledge from external sources. On one hand, we will complement the cues elicited from the visual and textual channels, with context about the recognized objects in knowledge bases. Second, we will examine the context in which these objects and visuals appear in other media, such as newspapers, film, and non-ad YouTube videos. We believe this context will enable deeper and more accurate understanding of the messages of ads.
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