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This report shows the second milestone result of CS 2650 Project. Workflow diagram is shown to indicate the modeling of system, which contains one main system and additional sub system. Also, the Petri Nets build by ReNew are shown corresponding to each workflow diagram.     
1.  Workflow Diagram

1.1 Main System
The main system contains five phases of slow intelligence system: 

Enumeration: Enumerate number of |P| gene features X1,...Xp. 
Eliminator: Compute Pearson correlation between each features Xj and response Y. Rj=Pearson(Y, Xj). Then rank Rj, eliminate the last |P|-|Ai| genes (|Ai|=constant). Select the subset Ai gene features with the largest value Rj.
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Concentrator: ranking 
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, select the number of |Ai|-|Mi| features with smallest 
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Propagator: add these features to Mi to form new Ai set of features. Then i=i+1.
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So such process can be modeling as the PetriNet model:
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1.1  Sub Slow Intelligence System
This sub system concentrated on using the existing moderate scale feature selection algorithms to pick up the features from the smaller set Ai. It contains three phases of SIS and one Knowledge base with a simple Panic button Time controller.

Enumeration:  Inquire KB where stores the different moderate-scale algorithms, LASSO, Forward regression and Backward Regression and etc. Then enumerate these different algorithms and use them to compute Mi set of features respectively.
Concentrator: select the best algorithm’s result based on:
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Eliminator: Eliminate the worse algorithm depending on its performance rate and update the KB.

Time Controller: Panic Button to evoke the Eliminator.
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It’s corresponding Petrinet model:
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2. Petri Net of whole system
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