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Project background and motivation 
 
Nowadays, personal electronic devices such as smartphones are widespread. More and more 
intelligent systems based on smartphones are invented to make people’s life easier. Doing sports 
at home is also a new trend since coronavirus is spreading outside. However, it is reported that 
some senior people get hurt due to unsuitable sport intensity they set initially.  
 
We all certainly know that the intensity of one good exercise should start at a low level, increase 
rapidly and finally goes down. But sometimes we are concentrating on the exercise itself, have no 
time to consider when should we adjust the intensity. Some people will choose to set up a sport 
program on treadmill before they start and finish it anyway. But for senior people, it is another 
story. 
 
Senior people usually have some potential health issues and should do exercise appropriately. In 
other word, if they try to force themselves to finish a hard sport program, they may get hurt. What 
if we construct an intelligent system that monitors the user’s status? Facial expression is clearly 
relevant to our status. If we feel exhausted, our facial expression is different from what our face 
looks like when we are calm. In this project, I proposed an exercise system based on SIS Server 
that monitors the user’s facial expression and adjust the sport program’s intensity accordingly. 
 
System components 
 
We will need a camera to capture the photo of user’s face. The facial expression on the picture 
should be analyzed and classified (calm or not calm) by an analyzer. A processor should play the 
role as a core to command the sport program to adjust its intensity. 
 
The system consists of 4 components: Camera, Facial Expression Analyzer, the Processor and the 
Sport Program. 
 



 
Camera: 
 
The camera should be set to capture user’s face every 10 second, intuitively. It should pass the 
photo to the analyzer right after getting it. In practice, I use the front camera on my computer as 
the Camera component. 
 
Facial Expression Analyzer: 
 
Since a lot of machine learning methods is created for pattern recognition, the sub-problem: facial 
expression recognition could be solved with some of them. In this project, an opensource deep 
learning framework TensorFlow is used in facial expression recognition. The model is trained 
with FER-2013 dataset on Kaggle [1] and is able to output a set of weights (likelihood) on Angry, 
Disgusted, Fearful, Happy, Sad, Surprised and Neutral. 
 
The analyzer should classify whether the facial expression in the photo is calm or not calm using 
the weight set. Angry, Disgusted, Fearful will directly contribute to Not Calm, Happy and Neutral 
will contribute to Calm. Sad and Surprised cannot be count as one state directly, but the 
relationship inside is figured out. 
 
Processor: 
 
The processor is playing the role as a decision maker. It will send messages to Sport Program to 
adjust the intensity basing on the patient’s status.  
 
At the first half of a program, if the patient is calm, the processor will increase the intensity of the 
sport program. Otherwise the processor will let the sport program stay with current intensity. On 
the opposite, the processor will reduce the intensity of the program at the second half if the 
patient is not calm. Otherwise keep the current intensity. All in all, the goal is to provide a safe 
and appropriate sport program for the user based on their real-time feeling. 
 
Sport Program: 
 
The sport program simulates a real program on a treadmill. The length of a program and the 
highest possible intensity is configurable. It is controlled by the processor and will adjust the 
intensity accordingly during a program. One program is always divided into 2 parts: the first half 
as Rising Period in which the intensity intends to go up as the user gradually warmed up and the 
second half as Falling Period in which the intensity intends to go down as the user got tired. 
 
Figure 1 is the flow chart describes the interaction between 4 components. 



  

Figure 1. System Flow Chart 
 
Facial Expression Recognition and User’s Status (calm/not calm) 
 
Facial expression helps the system to get known of the user’s status while doing the sport 
program. Open source deep learning model was trained with FER-2013 dataset [1]. Facial 
expression data is classified as Angry, Disgusted, Fearful, Happy, Sad, Surprised or Neutral in the 
dataset, as shown in figure 2. 
 

 
Figure 2 An example of FER-2013 dataset 

 
The trained model can achieve 65% accuracy on facial expression classification. For this project, 
instead of knowing the exact facial expression, which is presented by the user, the status 
(calm/not calm) is more important. 
 
Intuitively, Angry, Disgusted, Fearful correspond to Not Calm, Happy and Neutral correspond to 
Calm. Things become a little complicated on Sad and Surprised facial expression, since they are 
not directly corresponding to one state. Inspired by [2], I decided to not use weight vector of 
Surprised at the first half of the program, since it is a common reaction to program intensity 



increase. In the second half, it will contribute to Not Calm state. Similarly, vector of Sad is not 
used in the second half. In the first half, it will contribute to Not Calm state. 
 
The sum of the vectors which represent each state will come through a comparison. The user’s 
statue is classified following the result. 
 
System Workflow and Messages 
 
The components communicate with others by sending messages. A typical workflow is the 
camera take user’s photo and store it in memory, then the processor will read the photo, detect the 
user’s face and analyze the facial expression to determine the user’s status. The processor then 
sends messages to the sport program according to the logic described above. The processor will 
receive messages from sport program identifying a program has started, the first half has finished, 
and the current program has finished. The state of the program helps it to make the correct 
decision. 
 
The sport program will send message to processor at the start point, the middle of the program 
and the end point. It will receive messages from processor with command to increase or decrease 
the intensity. If the intensity has reached the highest possible intensity set before, it will not 
increase it anymore. If the intensity is reduced to 0, it will stop the program and send the message 
representing the program has finished to processor. 
 
Messages designed based on scenarios: 
1. photo analyzer of processor analyzed the photo of user and got the status of user. 

  
Figure 3 Messages about the user’s status 



2. processor send the command to sport program to increase the intensity. 

 
Figure 4 Message about the increase command 

 
3. processor send the command to sport program to decrease the intensity. 

 
Figure 5 Message about the decrease command 

 
 



4. sport program notify the processor the program has started. 

 
Figure 6 Message about the start of the program 

 
5. sport program notify the processor the first half of the program has finished. 

 
Figure 7 Message about the program’s status change 

 
 
 



6. sport program notify the processor the program has finished. 

 
Figure 8 Message about the end point of the program 

 
Implementation and Operating of Components 
Step 1: run SIS Server 

 
Figure 9 screenshot of SIS Server 

The SIS Serve helps to transfer and record the messages between components. 
 
Step 2: Initialize all components in the system 

 

Figure 10 screenshot of initialization 



Step 3: start Camera component and Photo Analyzer 
 

 
 

 
Figure 11 Analyzer based on deep learning model output classification result for captured photos 
 
The photo will be taken every 5 seconds. As shown in the figure above, the facial expression 
analyzer will output a set of weight vector representing the likelihood between user’s emotion and 
Angry, Disgusted, Fearful, Happy, Sad, Surprised and Neutral. The processor then classified the 
user’s status based on the weight vectors. The emoji representing the most likely emotion of the 
user in the photo is printed on screen, helps us to justify the correctness of the facial expression 
recognition. 
 



 
Figure 12 Analyzer as a SIS component 

 
The duty of the analyzer is to recognize the user’s facial expression from photo and classify the 
user’s status. However, it is also responsible to send message about the user’s status to the 
processor. Since then, I also created a module with Java for analyzer to send messages. 
 
Step 4: start the processor 

 
Figure 13 Processor start 

 
The processor is able to receive UserStatusAlert from the analyzer and ProgramAlert from the 
sport program, as mentioned in the previous section. 
 
 
 
 
 
 
 
 



Step 5: start the sport program 
 

 
Figure 14 Sport Program as a component 

 
There is a countdown mechanism inside the program components and the length of a program is 
set to 200 seconds for demo use. 
 
Step 6: The photo of the user is taken by camera, analyzed by analyzer. The result is sent to 
processor. Then processor will perform corresponding actions on the sport program. 
 
All possible scenarios based on full logic is presented below. 
 
Scenario 1: The program is in the first half and the user is calm, the intensity of the program will 
be increased. 

 
The user is calm 



 
Analyzer classified the user’s status as calm. 

 

 
Analyzer send message to processor notify the user’s status is true (calm). The processor then 
send message to the sport program to adjust the intensity (increase). 
 

 
The intensity is increased. 

 
Scenario 2: The program is asked to increase the intensity; however, the intensity has reached the 
maximum possible intensity. 

 
At this time, the program will stay with the maximum intensity. 



Scenario 3: The program is in the first half and the user is not calm, the intensity of the program 
will be kept. 

 
The user is not calm. 

 

 
The processor let sport program keep the intensity. 

 
The program received the command, no action on intensity (keep it). 



Scenario 4: The program is in the second half and the user is calm, the intensity of the program 
will be kept. 

 
Analyzer classified the user’s status as calm. 

 

 
Processor let the sport program keep the intensity. 

 

 
The sport program stayed with the same intensity. 

 
 



Scenario 5: The program is in the second half and the user is not calm, the intensity of the 
program will be decreased. 

 
Analyzer classified the user’s status as calm. 

 
The processor then send message to the sport program to adjust the intensity (decrease). 

 
The sport program received the command, the intensity is reduced. 



Scenario 6: The intensity is decreased to zero, the program will stop at this point. 

 
The intensity has been reduced to 0. The user is exhausted, the program should stop anyway. 

 
Scenario 7: The program time out and finished. 

 
One successful work out has been finished. 

 
 
 



Conclusions and future expectations 
 
This project focused on senior people’s demand, built up an intelligent system which utilized the 
SIS Server and latest machine learning techniques, also helped me get better understanding on 
component-based pattern design. At next step, I should provide proper front-end access for the 
user, to make the system easier to use in practice. Modern deep learning methods should be 
optimized with this certain problem in order to get better accuracy on user’s status classification. 
More patterns and components could be added into the system to make the system more robust. 
 
After learning the course, I realized most of the software engineering design techniques is really 
useful. The idea of divide big problem into several small problems helps me a lot. In future 
work and study, I will make good use of what I learned. 
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