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In wireless sensor networks (WSNs) nodes often operate unattended in a collaborative
manner to perform some tasks. In many applications, the network is deployed in harsh
environments such as battlefield where the nodes are susceptible to damage. In addition,
nodes may fail due to energy depletion and breakdown in the onboard electronics. The fail-
ure of nodes may leave some areas uncovered and degrade the fidelity of the collected data.
However, the most serious consequence is when the network gets partitioned into disjoint
segments. Losing network connectivity has a very negative effect on the applications since
it prevents data exchange and hinders coordination among some nodes. Therefore, restor-
ing the overall network connectivity is very crucial. Given the resource-constrained setup,
the recovery should impose the least overhead and performance impact. This paper focuses
on network topology management techniques for tolerating/handling node failures in
WSNs. Two broad categories based on reactive and proactive methods have been identified
for classifying the existing techniques. Considering these categories, a thorough analysis
and comparison of all the recent works have been provided. Finally, the paper is concluded
by outlining open issues that warrant additional research.
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1. Introduction

The growing interest in applications of wireless sensor
networks (WSNs) has motivated a lot of research work in
recent years [1-4]. For some of these applications, such
as space exploration, coastal and border protection, com-
bat field reconnaissance and search and rescue, it is envi-
sioned that a set of mobile sensor nodes will be
employed to collaboratively monitor an area of interest
and track certain events or phenomena. By getting these
sensors to operate unattended in harsh environments, it
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would be possible to avoid the risk to human life and de-
crease the cost of the application.

Since a sensor node is typically constrained in its en-
ergy, computation and communication resources, a large
set of sensors are involved to ensure area coverage and in-
crease the fidelity of the collected data. Upon their deploy-
ment, nodes are expected to stay reachable to each other
and form a network. Network connectivity enables nodes
to coordinate their action while performing a task, and to
forward their readings to in situ users or a base-station
(BS) that serves as a gateway to remote command centers
[5,6]. In fact, in many setups, such as a disaster manage-
ment application, nodes need to collaborate with each
other in order to effectively search for survivors, assess
damage and identify safe escape paths. To enable such
interactions, nodes need to stay reachable to each other
and route data to the BS). Therefore, the inter-sensor
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connectivity as well as the sensor-BS connectivity have a
significant impact on the effectiveness of WSNs and should
be sustained all the time.

However, a sudden failure of a node can cause a disrup-
tion to the network operation. A node may fail due to an
external damage inflicted by the inhospitable surroundings
or simply because of hardware malfunction. The loss of a
node can break communication paths in the network and
make some of its neighbors unreachable. Moreover, WSNs
operating in a harsh environment may suffer from large
scale damage which partitions the network into disjoint
segments. For example in a battle field, parts of the deploy-
ment area may be attacked by explosives, and thus a set of
sensor nodes in the vicinity would be destroyed and the
surviving nodes are split into disjoint partitions (seg-
ments). Restoring inter-segment connectivity would be
crucial so that the WSN becomes operational again.

In this paper, we first highlight the challenges that node
failures introduce to the operation of WSNs and provide
taxonomy of recovery techniques that are geared for
restoring the network connectivity. We categorize fault-
tolerance techniques proposed in the literature according
to the pursued recovery methodology into proactive and
reactive techniques. Further classification is done within
each category based on the system assumptions, required
network state, metrics and objectives for the recovery pro-
cess, etc. Under each category, we discuss several algo-
rithms and highlight their strengths and weaknesses.
Finally, we enumerate open research issues that are yet
to be investigated by the research community. To the best
of our knowledge, this paper is the first to survey contem-
porary connectivity-centric fault-tolerance schemes for
WSNs, and sheds light on several practical issues for appli-
cation designers. It will also be a good resource for new-
comers to this research area.

Since the process of providing fault-tolerance is in gen-
eral a form of topology management (i.e., often leads to
changes in the network topology parameters), we start in
Section 2 with an overview of contemporary techniques
and objective of topology management in WSNs. The rest
of the paper is organized as follows. In Section 3, we de-
scribe our categorization of the existing approaches. The
remaining sections follow this categorization. Section 4
discusses techniques for tolerating a single node failure
or a sequence of independent and non-simultaneous fail-
ures affecting non-collocated nodes. Recovery from simul-
taneous failure of multiple nodes is covered in Section 5.
Section 6 enumerates open issues and outlines possible fu-
ture research directions. Finally, Section 7 concludes the
paper.

2. Topology management techniques in WSNs

Networks require monitoring and maintenance
whether they are wired or wireless. The service which pro-
vides these tasks is called network management. Network
management includes five functional areas as identified by
the International Organization of Standardization (ISO):
configuration management, fault management, security
management, performance management and accounting

management [1,5,7]. The unique requirements and con-
straints of wireless networks such as WSNs have inspired
a new functional area, namely topology management. This
term is sometimes used interchangeably with topology
control and refers to the management of parameters such
as degree of connectivity of the network, transmission
power, state, or role of the nodes, etc. By modifying these
parameters, one can change the topology of the network.
Note that this stage naturally follows the creation of an ini-
tial topology.

The primary objective of the topology management
techniques in WSNs is to achieve sustainable coverage
while maintaining network connectivity and conserving
energy. For example, these techniques are employed to
track the status of communication links among the nodes,
to conserve energy by switching off some of the nodes
without degrading network coverage and connectivity, to
support hierarchical task assignment for data aggregation,
to balance the load on existing nodes and links, or to pro-
vide scalability by minimizing medium access collision and
limiting overhead. Topology management in WSNs can be
done through deterministic node placement or performed
autonomously after random deployment given the limited
human intervention [8]. Existing topology management
techniques/algorithms for WSNs can be classified into the
following five categories:

¢ Node Discovery: Detecting the nodes and their loca-
tions is an essential function in a WSN not only after
the initial deployment but also for integrating newly
added nodes. The scope of node discovery is subject to
certain trade-offs based on the application goals. For
instance, for large networks, resource savings in terms
of energy and bandwidth can be achieved by not shar-
ing some of the topology details that are deemed
unnecessary for certain parts of the network [9].

Sleep Cycle Management: To conserve energy and
extend the network lifetime, some of the redundant
nodes in a WSN can be turned off. In addition to the
energy savings, this technique causes the number of
transmitted messages to decline, which lowers signal
interference and the failed transmission attempts.
Determining the sleep schedule while sustaining full
area coverage and strong network connectivity is a pop-
ular topology management optimization that has
received quite an attention from the research commu-
nity [10-13].

Clustering: To achieve scalability and energy efficiency,
nodes of a WSN may be grouped to form a hierarchical
topology. In this way, nodes can send their readings to a
cluster-head which in turn aggregates and forwards the
data to the sink node after eliminating redundant data
[14]. Although the failure of the cluster-head often
requires re-clustering, some approaches have provi-
sioned the topology adjustment by associating primary
and backup cluster-heads for each sensor node [15-17].
Power Control: The transmission range reflects the
maximum distance at which a receiver can be from a
sender. The longer the range is, the higher the power
consumption would be. Many of the advanced radios
allow programmable transmission power so that a node
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can avoid consuming excessive energy in reaching
nearby receivers. Low power transmission can also
reduce interference and boost the network throughput.
However, the use of low transmission power limits the
network connectivity since nodes would have fewer
directly reachable neighbors. Unlike sleep cycle man-
agement, power control is purely a link-layer technique
which does not affect coverage or the data-processing
tasks that a node performs. Many power control optimi-
zation techniques have been proposed to exploit such
trade-off to appropriately manage the WSN topology
[18-20].

Movement Control: Node mobility has been exploited
as a means for optimizing the network performance.
The objectives achieved by the movement vary. For
example, in [21-24], the focus is on prolonging the net-
work lifetime by reducing energy consumed by station-
ary sensors, whereas in [25,26] other metrics such as
asset safety and data delivery latency have been tar-
geted. In addition, mobile relays with more capabilities
than sensors are used as data forwarders in order to
prolong the lifetime of a network of stationary sensors
[27,28] or to link disjoint batches of nodes [29-31].

Due to the harsh environment, limited energy and hard-
ware resources in WSNs, topology management can also be
considered together with fault management. For instance,
sensor failures can create holes in the coverage area and
even disconnect the network into multiple partitions leav-
ing multiple functional nodes inaccessible. In such a case,
topology management must function as self-diagnostic
and self-healing and serve as a fault handling service. A
number of solutions are available to follow such as increas-
ing transmission range (e.g., power control), repositioning
existing node/s (e.g.,, movement control) or adding relay
nodes so that topology management can act as a fault man-
agement service by discovering/establishing alternative
paths. In the rest of the paper, we will focus on topology
management in WSNs to provide fault-tolerance. We will
survey the fault-tolerant techniques that can be considered
under both topology and fault management.

3. Classification of fault tolerance techniques in WSNs

In this section, we classify fault-tolerance techniques in
WSNs that are applied in response to the loss of sensor
nodes. Depending on the nature of the failure, different ap-
proaches may be required. Therefore, before describing the
classification of the fault-tolerance techniques, we first ex-
plain the different failure models.

3.1. Node failure models

In WSNs, node failures can be classified into two cate-
gories; single and multi-node failures. A single node failure
model indicates the loss of one node at a time. This type of
failure can be simply detected using local heartbeat mes-
sages. Unless there is overlap in coverage, the failed node
will leave out part of the area unmonitored as shown in
Fig. 1. On the other hand, the node position within the net-

work topology determines its criticality to connectivity.
Considering the topology as a graph, a leaf node does not
serve on the path between any two nodes and thus would
not be critical to connectivity. Node M;s in Fig. 2 is an
example of leaf nodes. Some nodes like M;3 are also not
critical to network connectivity since its neighbors M,
and M4 have a path between them that does not include
M;s.

However, some nodes act as cut-vertices and when any
of them fails the network gets partitioned into disjoint
blocks. A cut-vertex in a graph is a vertex that splits the
graph into multiple connected sub-graphs if it is removed.
In other words, a cut-vertex node in the network plays the
role of a gateway between two sub-networks. In Fig. 2,
nodes M;, M,, Mg, M7, Mg and M; are cut-vertices and
are considered critical for connectivity. The failure of a sin-
gle critical node thus negatively affects the network oper-
ation and may deem the network useless. Obviously the
effect of the partitioning depends on the size of the net-
work and the amount of traffic exchanged among the
nodes.

The second failure model is based on the simultaneous
failure of multiple nodes. WSNs operating in a harsh envi-
ronment may be subject to damage that can be so signifi-
cant in a part of the covered area that the network gets
partitioned into disjoint segments. For example in a com-
bat field, parts of the deployment area may be bombed,
destroying the sensor nodes in the vicinity. Fig. 3 shows
an articulation, where the dark areas represent the extent
of the damage. The simultaneous failure of multiple collo-
cated nodes is very challenging, not only in the recovery
process but also in determining the scope of the failure.
Techniques for tolerating a single node failure are neither
able to analyze the scope of the failure nor recover the net-
work from large scale damages. Consequently, special ap-
proaches have been proposed to handle such
simultaneous node failures.

A variant of the multi-node failure model is a composi-
tion of spatially-independent single-node failures. For in-
stance, multiple nodes may fail at different parts of the
network at the same time. In principle, these failures can
be handled independently. However, in some cases re-
source conflicts and race conditions may arise and the
recovery procedure has to provision resource sharing and
synchronize the handling of the individual failures.
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Fig. 1. Assuming a disc coverage model, the failure of S; causes a
coverage gap in the network.
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Fig. 2. Example of a single node failure scenario; white nodes are cut
vertices and the failure of those nodes splits the network into multiple
disjoint partitions, meanwhile black nodes are not essential to node
reaching and their failure does not cause network partitioning.

Fig. 3. Illustration of a segmented WSN due to large scale damage; solid
circles indicate failed sensors, white ones are operational nodes.

3.2. Taxonomy of fault-tolerance techniques

In order to tolerate node failures which cause network
partitioning, two methodologies can be identified: (i) pre-
cautionary, where fault-tolerance is provisioned; and (ii)
reactive through real-time restoration (repair) of lost con-
nectivity and/or coverage. The pre-cautionary methodol-
ogy, which is also referred to as proactive, strives to
provision resources in the network topology both at setup
and during normal operation in order to mitigate the effect
of node failures. Two variants of this methodology exist. In
the first, fault-tolerant topologies are formed at the time of
deployment. The second variant is based on augmenting an
existing topology with redundant nodes or designating
connectivity-unessential node as spares. This category of
work is unsuitable for dealing with multiple collocated
failures.

For reactive schemes, three major strategies have been
pursued in the literature. The first utilizes mobile nodes
that are part of the network and repositions them to re-
store connectivity. Published work distinguishes between
the two node failure models explained above and can be
further classified based on whether centralized or distrib-
uted recovery procedures are employed as well as the node
selection criteria and the additional objectives of the

recovery process. The second strategy of reactive schemes
involves the careful placement of relay nodes to restore
connectivity, and is used mostly for dealing with collocated
multi-node failures. The employed relays stay stationary at
the designated spots. In addition to connectivity, some ap-
proaches strive to provide additional features such as qual-
ity of service (QoS). Overall, reducing the relay count
required for re-establishing connectivity is the popular
metric targeted by these approaches. The third strategy
pursues recovery using mobile relays and takes the form
of establishing intermittent links where the relays tour
the disjoint blocks of nodes and carry the data among
them. A variant of this strategy exploits the availability of
both stationary and mobile relays. In that case, the station-
ary nodes are used to establish some stable links among
subset of segments/sensors or are just placed to shorten
the tour that the mobile nodes have to make.

The categorization of the fault-tolerance techniques is
summarized in Fig. 4. Each category is considered in detail
in the rest of the paper. It is worth mentioning that we fo-
cus in this paper on fail-stop scenarios in which the faulty
node seizes its operation upon failure. In addition, benign
and symmetric failure models are assumed [32], in which
a single healthy node can determine whether another node
fails and the faulty state of the node is consistently viewed
across all healthy nodes within its communication range.
In other words, the paper does not cover work that ad-
dresses inaccuracies in the sensor measurements.

4. Tolerating single and non-collocated failures

As pointed out in the previous section, published tech-
niques for tolerating a node failure that causes network
partitioning either provision fault-tolerance in the network
topology both at setup and during normal operation, or
pursue a reactive strategy by repositioning healthy nodes.
In this section we discuss both tolerance strategies, in the
context of a single node failure or a sequence of indepen-
dent and non-simultaneous failures affecting non-collo-
cated nodes. Recovery from simultaneous failure of
multiple nodes will be covered in Section 5.

4.1. Provisioned tolerance schemes

A proactive strategy for preserving the network connec-
tivity in the presence of faulty nodes opts to mitigate the
effect of the failure so that a network partitioning will
never happen. Two notable methodologies have been pur-
sued in the literature. The first is to carefully place redun-
dant nodes in a WSN. The idea is to provide more than one
routing path between every pair of sensors in the network.
The route alternatives should also be node disjoint so that
the failure of a single node will not break all viable routes.
This idea is referred to as k-vertex connectivity or simply k-
connectivity (k > 2) where the failure of k — 1 nodes does
not create any partitioning problem [33-37]. Most of the
published schemes have focused on 2-connectivity while
few proposed generalized solutions to k-connectivity.
Forming k-connected topology is often considered a fault
mitigation rather than recovery strategy [32]. Meanwhile,
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Fig. 4. Classification of the fault-tolerance mechanisms for WSNs.

the second methodology is to designate spares for critical
nodes in the network [39,40]. A critical node in this context
is a cut-vertex in the network topology. The following
summarizes published schemes for these two
methodologies.

4.1.1. Sensor placement for forming a k-connected WSN

The most popular proactive strategy for preserving the
network connectivity in the presence of a faulty node is
to carefully place redundant sensor nodes during or after
the initial deployment of a WSN. The objective is to form
k-node disjoint communication paths between pairs of
nodes in the network and achieve that using the least num-
ber of redundant nodes. Such optimization is a very chal-
lenging problem that has been proven to be NP-hard for
most of the formulations of sensor deployment, even for
k=1 [41]. To tackle such complexity, several heuristics
have been proposed to find sub-optimal solutions. Pub-
lished work on sensor placement can be grouped into
two categories. The first tries to just establish connectivity
between end points, i.e., k=1 [41,43-45]. In the second
category, higher degrees of connectivity is to be achieved
[33,46-48]. Given the scope of this section, we focus on
the second category. The first category will be discussed
in Section 5.

Although provisioning k-connectivity enables the net-
work to tolerate the failure of up to k — 1 consecutive node
failures without suffering partitioning, establishing bi-con-
nectivity has been the most popular goal given the com-
plexity of the node placement problem and the increased
node count required for achieving high level of connectiv-
ity. A variant of the problem is considered in [33], in which
sensor nodes are distinguished from relaying nodes on the
route and k-connectivity is only applied to the inter-relay
topology. Such a variant is named partial k-connectivity.
In some publications, k-connectivity is provided as a

byproduct of determining a connected dominating set to
obtain a robust backbone [48]. In addition, some work as-
sumes that the relays possess more capabilities than the
sensor nodes [47].

Some of the earliest solutions for the k-connectivity
problem has been presented in [41,49]. The authors have
shown that the problem is NP-hard and proposed two heu-
ristics based on graph-theory. First, a complete graph, say
G, for the set of vertices (nodes) is formed and each added
edge is associated with a weight. This weight basically
indicates the number of additional nodes to be placed on
the edge e(u, v) to establish connectivity between u and v.
The problem is then mapped to finding a minimum-weight
k-vertex-connected sub-graph “g”. Finally, missing links
(edges) in g are established by deploying the least number
of additional nodes. The approximation ratio of this prob-
lem is reported to be O(k*x) where o refers to the approx-
imation ratio of any algorithm to compute a minimum-
weight k-connected spanning sub-graph of a weighted
complete graph. This approximation ratio is further im-
proved in [50] and has been shown to be upper bounded
by O(k3x).

A similar work is reported in [33] where the authors
distinguish between sensors and the added nodes for
establishing connectivity which are referred to as relays.
Unlike [41], they consider a heterogeneous WSN where
sensors have different transmission radii and opt to deploy
the least number of relays. However, all relay nodes have
the same communication range. The authors proposed an
approximation algorithm by solving the minimum k-vertex
connected spanning graph (MKCSG) problem [51-53] and
then placing the least number of relay nodes to establish
k (k = 1) vertex-disjoint paths between every pair of sen-
sor nodes. Considering a directed or an undirected graph,
the algorithm provides a one-way or a two-way steiner-
ized path along each edge of the found MKCSG, as seen
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in Fig. 5. Since two sensor nodes u and » have different
radio ranges, for building an asymmetric communication
link between them more relays are required, as demon-
strated in Fig. 5(b).

The goal of Tang et al. [46] and Hao et al. [47] is to place
the minimum number of relay nodes such that each sensor
is connected to at least two relays and the inter-relay net-
work is 2-connected. Tang et al. divide the area into cells
and find a position for a relay so that it becomes connected
to all sensors in a cell and also to other relays in neighbor-
ing cells. The work is further extended in [47] by formulat-
ing the same placement problem as 2-Connected Relay Node
Double Cover (2CRNDC), which finds the fewest locations
for placing relay nodes, so that each sensor is covered by
at least two relays and the group of relay nodes will be
bi-connected. This problem can be reduced to the well-
known Minimum Geometric Disc Cover problem which is
NP-complete and they thus present a polynomial time
approximation algorithm. The algorithm computes a possi-
ble position p of a relay and a set of sensor nodes C(p)
which is covered by a relay node locating at p. Then, the
algorithm simply identifies positions that cover the maxi-
mum number of sensors, at which relays are virtually
placed. By analyzing the inter-relay connectivity, the relays
with most coverage are switched from virtual to real, in or-
der to form a 2-connected graph.

In [56], Kashyap et al. present O(1)-approximation poly-
nomial time heuristic to achieve 2-connectivity among n
nodes with the least relay count. The authors focus on both
edge and vertex connectivity separately. Using the algo-
rithm in [57], they first form k-vertex connected spanning
sub-graph. Then by steinerizing the edges of the spanning
sub-graph they establish the k-vertex connectivity. They
also prove that the approximation ratio of this algorithm
is 10 for k = 2. This is the best known heuristic in the liter-
ature in terms of relay count for 2-connectivity. Mean-
while, Zhang et al. [58] study both single-tiered and two-
tiered relay placement for achieving 2-connectivity under
a condition R > r where R and r are communication ranges
of relays and sensor nodes, respectively. A network is said
to be single tiered if each sensor node can reach at least
one relay and network of relays and sensors is 2-con-
nected, i.e., achieve partial 2-connectivity. Similarly, in
two tiered networks, a sensor must reach at least two re-
lays and the network of relays and sensor is 2-connected.
The optimization objective is again to deploy the fewest re-
lays. They present a 14-approximation algorithm and a

.‘*' B . T(relay) T(relay)
L .. '4. .t 4
. T(u)\ L . ,/.' T(v)
@—>l<—><—> ®\*
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,'y}. Y T(relay)
) T(u)\ . I

(14 + ¢)-approximation algorithm for single tiered problem
and two-tiered problem respectively. The common idea
behind all of algorithms in [58] is to steinerize the edges
of minimum 2-connected spanning sub-graph. As in [56],
they use the same algorithm presented in [57] in order to
find the 2-connected minimum spanning sub-graph.

k-Connectivity is also studied along with the coverage
problem under different sensor transmission (r) and sens-
ing (s) ranges. Typically, r > s in many applications and thus
once full coverage is achieved the network topology often
becomes strongly connected. It is shown in [35] that for a
grid structure the network will be connected as long as
r > /3s. This result has been extended to higher level of
connectivity by proposing to use some deployment pat-
terns. For instance, in [59], the authors prove that a strip
pattern of sensors can provide optimal full coverage along
with 2-connectivity for all different r/s ratios as seen in
Fig. 6. In this figure, the horizontal strips are formed by a
distance of o« = min{r,v/3s} while the vertical strips are
formed by a distance of =S+ /s — «?/4. In addition,
horizontal strips are shifted to the right a distance of § at
alternating rows to guarantee 2-connectivity among the
nodes. The work has been extended to 3, 4, 5, and 6 con-
nectivity using different deployment patterns [60,61].
Obviously these approaches are limited to deterministic
node placement for which r > v/3s. Wang et al. [62] proved
that k-coverage implies k-connectivity of the entire net-
work in WSNs if r > 2s.

Meanwhile, the focus of the approach in [63] is on 3D
setups. The objective is to extend the network lifetime
while making the network resilient to up to k independent
node failures. A grid model is employed in which nodes are
allowed to be positioned at the intersection points. The
main idea is to regularly relocate nodes in order to balance
the traffic load and extend the time until the first node
runs out of energy. The repositioning problem is formu-
lated as a Mixed Integer Linear Program optimization. A
variant of the approach is presented in [64] where the
objective is to maximize the connectivity, in terms of the
node-degree of the inter-segment topology, while ensuring
a lower bound on the network lifetime

4.1.2. Designating backups for critical nodes

The other popular proactive methodology is to desig-
nate backups for critical nodes that act as cut-vertices in
the network topology. The backup nodes can be simply
passive spares among redundant nodes. These spares will

T(relay)
Y

T(V)

@—>1<—><—><—>~ @ >

(b)

Fig. 5. Between two sensor nodes u and , the least number of relay nodes (black circles) are placed to establish (a) a one-way or (b) two-way steinerized
path. The idea is to have every relay reach 2 consecutive Steiner points on the path so that u and » stay connected even if any relay is lost. The figure is

redrawn from [33].
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Fig. 6. Sensors are deployed to form horizontal strips to provide full
coverage and form two vertical strips to achieve 2-connectivity [59]. The
symbols o and g refer to the horizontal and vertical distances between
sensors. To reach a sensor in a different level, a sensor has 2 distinct paths
by routing to the right or to the left.

be called for duty if a critical node fails. Obviously, this is
straightforward if redundant nodes exist. However, if all
nodes are serving the application, spares have to be picked
among the active nodes. When failure of critical nodes is
detected, these active spares will have to quit what they
are doing and relocate to substitute failed nodes. To
achieve resilience of up to k failures, each critical node is
to be assigned k distinct spares. This will enable the recov-
ery to take place even if k — 1 of these spares die before the
primary, critical, node fails. It is worth noting that although
the fault-tolerance provisioned by designating the backup
before the failure takes place, the recovery is performed
in response (after) the failure is detected. Therefore, one
may consider this methodology to be based on a hybrid
proactive and reactive strategy.

NORAS [39] is one of the approaches that pursue this
methodology. To pick a suitable active spare, NORAS fac-
tors in both the node criticality to connectivity and cover-
age. Basically a node that is a cut-vertex or solely covering
an important landmark will not be eligible to serve as a
backup. Among the legible candidates, a non-critical node
that would cause the least coverage degradation is favored.
In addition, low node degree would make a node an attrac-
tive backup since limited degradation of the network con-
nectivity will be inflicted. NORAS opts to localize the scope
of the recovery by picking backups within the 2-hop neigh-
borhood of a failed critical node Ay. If no candidate backup
exists in A¢s 2-hop neighborhood, the search widens to in-
clude more distant nodes. Upon detecting the failure of Ay,
the designated spare will travel to replace Afor a series of
cascaded relocation on the shortest route between Ar and
the selected backup will be triggered to split the travel load
on multiple nodes.

Another distributed approach which utilizes 2-hop
information is proposed in [54]. The idea is do preplan-
ning by designating nodes to lead the recovery when a
failure takes place. The proposed Partition Detection and
Recovery Algorithm (PADRA), identifies a connected domi-
nating set (CDS) for the network. The authors employ the
approximate algorithm of Dai and Wu [55] for finding the
CDS using 2-hop information. PADRA designates for each
cut-vertex A; a failure handler within the network that
would start the recovery process when A; fails. The ideal
handler will be a dominatee neighbor of A; that can sim-
ply replace A;. If a dominatee is not available, the closest

dominator is picked as the failure handler of A;. Reposi-
tioning the failure handler at the position of A; will then
trigger cascaded relocation until a dominatee is encoun-
tered. There is no procedure followed for finding the clos-
est dominatee to the failure handler as a means of
minimizing the total traveled distance for all involved
nodes. Instead, a greedy heuristic is pursued where the
closest dominator is picked if a dominatee is not avail-
able. Fig. 7 illustrates the operation of PADRA through
an example.

Like NORAS, the Detection and Connectivity Restoration
Algorithm (DCR) [40] proactively identifies nodes that are
critical to the network connectivity based on local topolog-
ical information, and designates appropriate, preferably
uncritical, backup nodes. This idea is similar to that of PA-
DRA [54] but no CDS is employed. Only 1-hop information
is used, which degrades the accuracy of the node criticality
assessment and leads to assigning backups to non-critical
nodes. Unlike NORAS, backups are picked within the 1-
hop neighbors. If an uncritical neighbor is not available
to serve as a backup and a critical one is picked. Upon fail-
ure detection, the backup initiates a recovery process by
replacing the failed node. The departure of the backup
can trigger more relocation if it is also a critical node.
The simulation results have demonstrated that by focusing
only on connectivity and limiting the backup selection to
1-hop neighbors DCR reduces the travel distance overhead
and engages few nodes.

4.2. Reactive connectivity restoration schemes

Real-time connectivity restoration implements a recov-
ery procedure when a node failure is detected. Such a reac-
tive methodology better suits dynamic WSNs, since they
are asynchronous in nature and the network topology
may change over time. Therefore, adaptive schemes can
best scope the recovery process depending on the effect
of the failure on the network connectivity. The idea is to
utilize existing alive nodes which can move and reposition
them to the appropriate locations. Effectively, the network
topology is restructured to regain strong connectivity. Var-
ious approaches to address these questions have paved the
way for a variety of schemes as detailed next.

4.2.1. Categorization of approaches
Published reactive recovery schemes can be categorized
based on the following attributes:

Ay As

A7

(b)

Fig. 7. A sample execution of PADRA [54]; dark nodes are dominators and
white hallow are dominatees. (a) When A, fails, node As becomes the
failure handler and starts the recovery process. (b) Az replaces A, As
replaces As and finally Ag, which is a dominatee, replaces As and the
connectivity is restored.
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e Required network state: As mentioned, identifying cut-
vertices requires a network wide analysis. In addition,
it is conceivable to generate an optimal recovery plan
by considering the state of the entire network. Some
of the published work strives to pursue a local analysis
instead, in order to ensure scalability to large networks.
Basically, the accuracy of determining a cut-vertex and
the optimality of the recovery process are traded off for
reduced overhead and rapid convergence. While the use
of 2-hop information seems popular in the relevant lit-
erature [54,65], some allows the quality of the solution
to scale when further nodes, that are p-hop away, are
known [66].

Scope of the recovery: Another factor that differentiates
among published schemes is how many nodes are
involved in the recovery. Two main methodologies
can be identified; block and sequential node move-
ments. In block movement, a set of connected nodes
travel together as unit. The idea is to re-link disjoint
partitions or to boost the network connectivity, e.g.,
eliminate cut-vertices, by moving one partition
towards another [67]. The second methodology is to
tolerate the degradation in connectivity, caused by
the loss of the failed node, or by relocating one or
few nodes in a non-coordinated manner
[65,66,68,79]. Since the relocated nodes may get
detached from their neighbors, a cascaded reposition-
ing is pursued where neighbors follow through in
order to sustain connectivity. The process is repeated
recursively until reaching nodes whose movement
would not violate the connectivity of the WSN.
Connectivity goal: Published schemes also differ in the
degree of network connectivity that ought to be sus-
tained. Most efforts have been dedicated to repairing a
partitioned network, i.e, to become 1-connected
[65,68,79], and to restoring bi-connectivity [66,67]. To
the best of our knowledge, there is no published work
that achieves general k-connectivity through controlled
mobility of nodes. Note that there may be other goals in
addition to connectivity. However, in this section we
focus on the approaches which have connectivity as a
primary goal.

Type of algorithm: Some of the published work employs
centralized algorithms where one of the nodes takes
charge of generating the recovery plan and coordinat-
ing the relocation process [79]. These approaches rely
on the availability of an alternate communication path
to inform other nodes on what to do. For example in
[67], the network is assumed to be bi-connected prior
to the failure and thus the healthy nodes can still
reach each other. On the other hand, distributed algo-
rithms have been the preferred choice for restoring
connectivity of large networks and for repairing parti-
tioned networks [65,68,69-78]. In such a case, the
nodes are assumed to have some pre-failure state
(e.g., k-hop) information and utilize that information
to detect and recover from network partitioning. The
rationales are that localized and distributed algorithms
scale well and that partitioned networks would not
allow communication with a centralized coordinator
for the recovery.

e Secondary Performance Metrics: All published reactive
approaches for tolerating a single node failure pursue
node repositioning and differ in the secondary perfor-
mance objective of the recovery process, other than
re-establishing network connectivity. Examples of the
considered metrics include the number of nodes that
get engaged in the recovery, the relocation overhead
in terms of the traveled distance and messaging, the
network coverage, etc.

In the balance of this section we summarize the pub-
lished real-time connectivity restoration schemes. We first
start with the distributed approaches focusing on minimiz-
ing the total movement distance by requiring local infor-
mation such as 1 or 2-hops. Later we look at other
approaches with additional goals such as limits on the
formed topology or on the moving nodes/environment. A
summary of the all approaches along with their attributes
is shown in Table 1 at the end of this subsection.

4.2.2. Recovery with 2-hop network state

The Distributed Actor Recovery Algorithm (DARA) [65] is
among the connectivity restoration approaches that re-
quire 2-hop information to assess the criticality of the node
and orchestrate recovery in a distributed manner. Two
variants of the algorithm, namely DARA-1C and DARA-2C,
are developed to address 1 and 2-connectivity require-
ments, respectively. The idea is to identify the least num-
ber of nodes that should be repositioned in order to re-
establish a particular level of connectivity. DARA strives
to localize the scope of the recovery process and minimizes
the movement overhead imposed on the involved nodes. In
other words, DARA pursues coordinated multi-node relo-
cation in order to re-establish communication links among
the impacted nodes. The main idea of DARA-1C is to re-
place the dead node by a suitable neighbor. The selection
of the best candidate (neighbor) is based on the node de-
gree and the physical proximity to the dead node. The relo-
cation procedure is recursively applied to handle any
nodes that get disconnected due to the movement of one
of their neighbors (e.g., the best candidate that has re-
placed the faulty node).

DARA-1C is further extended to restore 2-connectivity.
In a 2-connected network, there are at least two node-
independent paths among each pair of nodes. Similar to
DARA-1C, DARA-2C identifies the nodes that are affected,
i.e., lost their 2-connectivity property, due to the failed
node [69]. Detecting these nodes and restoring their bi-
connectivity is a very challenging problem. Nonetheless,
through a careful analysis the solution space is proven to
be limited to boundary nodes in the network. Such analysis
has made DARA-2C a very efficient approach for restoring
bi-connectivity. Basically, only a subset of the neighbors
of the failed node is relocated in order to restore 2-
connectivity.

A variant of the PADRA approach [54], discussed in Sec-
tion 4.1, has been applied to Wireless Sensor and Actor
Networks (WSANs) [70]. However, this approach is re-
stricted to relinking only two partitions and does not han-
dle multi-segment scenarios. The idea is to pick the closest
node in the two partitions and move them towards each
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Table 1
Reactive (and hybrid) recovery approaches for single node failures.
Paper Level of Additional goal Centralized/ Network Node selection criteria Movement
connect. Distributed  state
[39] 1 Minimizing the total distance and Distributed  2-hop Overlapped coverage and node degree Cascaded
coverage loss
[40] 1 Minimizing the total distance, messaging Distributed  1-hop To be a non-critical node, degree and Cascaded
cost and coverage loss while considering proximity
recovery time
[54] 1 Minimizing message overhead, total and Distributed  2-hop The closest dominatee to the failed node Cascaded
maximum distance
[65] 1 Minimizing total distance Distributed  2-hop Node degree and proximity to the failed Cascaded
node
[66] 2 Minimizing total distance Distributed  p-hop Node ID Iterative
[67] 2 Minimizing total distance Centralized  Global Based on network-wide optimization Block
[68] 1 Minimizing message overhead and total Distributed  1-hop Rank (based on neighborhood) Cascaded
distance
[69] 1,2 Minimizing total distance and messaging Distributed  2-hop Node degree and proximity to the failed Cascaded
overhead node
[70] 1 Minimizing total and maximum distance Distributed  2-hop Proximity to other partition and dominatee  Cascaded
nodes are favored for relocation
[71] 1 Minimizing total distance and messaging Distributed  1-hop Proximity to the failed neighbor and the Cascaded
overhead utilization of the transmission range
[72] 1 Minimizing total distance Distributed  2-hop Proximity to the failed neighbor and serving Controlled
as non-cut-vertex
[73] 1 Maintaining the same length for the data Distributed  No Block size and proximity to the failed node  Block
paths
[74] 1 Minimizing total distance and number of Distributed  No To be the part of the smallest disjointed Iterative
relocated nodes block
[75] 1 Minimizing the total distance and Distributed  1-hop Overlapped coverage, proximity to the failed Temporary
coverage loss node, remaining energy
[76] 1 Minimizing the impact of the recovery at Distributed  2-hop Availability to move (MRI), number of Cascaded
the application neighbors which can move (MP)
[77] 1 Minimizing the total travel distance, Distributed  1-hop Node criticality, availability to move, Cascaded
messaging cost and coverage loss while priority of the current task being executed,
considering application level interests degree of connectivity, overlapped coverage
[78] 1 Minimizing the total distance and Distributed  3-hop Node degree and proximity to the failed Cascaded

avoiding failure locations

node

other until a communication link can be established. Ac-
tors are assumed to be initially disconnected and thus
there is no node selection or network state maintenance.
The closest nodes from each partition are identified by
sending messages from sensors and actors move towards
each other. However, since such movement may discon-
nect the repositioned nodes from their partitions, addi-
tional nodes are then picked from each partition for
performing cascaded movements in order to maintain the
intra-partition connectivity. The collective effect is like
stretching the topology of the participating sub-networks
towards each other. Similar to [54], the selection of appro-
priate nodes for the cascaded motion is made by consider-
ing a CDS of the individual partitions. The approach opts to
reposition non-CDS nodes in order to limit the effect of
relocating a node on the connectivity of the other nodes
in the partition. Fig. 8 shows an illustrative example.

4.2.3. Recovery without explicit state update

The approaches discussed above assume that every
node knows its 2-hop neighbors and can assess the seri-
ousness of the impact inflicted by the failure of one of
the neighboring nodes. Unlike these approaches, the RIM
algorithm, denoting Recovery by Inward Motion, requires
just 1-hop information [68]. RIM is a localized scheme that
limits the scope of the recovery process and operates in a
distributed manner. The main idea is to move the neigh-

bors of a failed node A inward towards the position of A¢
so that they would be able to reach each other. Fig. 9 illus-
trates the idea. The rationale is that these neighbors are the
ones directly impacted by the failure, and when they can
reach each other again, the network connectivity would
be restored to its pre-failure status. The relocation proce-
dure is recursively applied to handle any node that gets
disconnected due to the movement of one of their neigh-
bors (e.g., those which have moved towards the faulty
node). The main advantages of RIM are its simplicity and
effectiveness. RIM employs a simple procedure that recov-
ers from both serious and non-serious breaks in connectiv-
ity without checking whether the failed node is a cut-
vertex or not. The simulation validation of RIM has shown
that RIM does well in sparse networks and outperforms ap-
proaches, such as DARA [65], that use 2-hop neighboring
information. However, with higher node densities RIM
tends to move many nodes and increases the total travel
overhead on the network. Nonetheless, the overhead per
node would still make RIM a favorite approach since it bal-
ances the load among nodes.

To limit the motion overhead imposed by RIM, a Volun-
teer-instigated Connectivity Restoration (VCR) algorithm has
been proposed [71]. In VCR the neighbors of the failed node
volunteer to restore connectivity by exploiting their par-
tially utilized transmission range and by repositioning clo-
ser to the failed node. These neighbors volunteer by
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Fig. 8. Illustraing how to connect two disjoint partitions, G; and G,, using the approach of [70]. The nodes in the two partitions that are closest to each other
are A; and By, Let the distance between these two nodes be d, which is assumed to be greater than the transmission range of nodes, r. In order to establish
connectivity some nodes from both G; and G, need to be positioned along the line A;B; such that they remain connected to either G; or G, and have a
distance less than r. Since B; is a dominator, when it moves, it has to be replaced by the closest dominatee if available, which is Bs in the example. Moving
the dominator A; will requires the relocation of the closest dominators, namely, As, since there is no dominatee connected to A;. Because node As is not

connected to any other dominator, no further relocation is necessary.

Fig. 9. Illustrating the basic idea of RIM; (a) When A, fails, its neighbors
A, Ag, and Ag, applies RIM; (b) Nodes A,, Ag, and Ag, move inward towards
A;. Such a motion triggers relocation of As to stay in contact with A,, and
then relocation of Ajq, A1, and A;,, to sustain their links with Ag.

increasing their transmission power and moving towards
the failed node Ay In order to avoid increased medium ac-
cess collision in the vicinity of A; VCR applies a diffusion
force among volunteer nodes based on their transmission
range so that they spread while staying connected.
Another variant of RIM has been published recently
[72]. The approach is called Least Distance Movement Recov-
ery (LDMR) and operates in a distributed manner. The idea

is for a set of direct neighbors of the failed node Arto move
toward Ay, very much like RIM [68], while their original
positions are replaced with the nearest uncritical nodes.
The recovery process starts with a search phase where
each neighbor broadcasts a message containing the failed
node ID, neighbor node ID and, Time-To-Live to limit the
scope of the recovery. A candidate node responds to all re-
quests. When a neighbor of Ay receives responses, it
chooses the best candidate based on a certain criteria
(e.g., distance). To avoid overbooking a candidate, a confir-
mation message is sent to ensure that no two neighbors of
Ar will rely on the same candidate. If uncritical nodes are
not available, the cascaded relocation of RIM is applied.

4.2.4. Considering secondary performance objectives

There have been variations of the above approaches
which consider some constraints or additional objectives.
For instance, LeDiR [73], denoting Least-Disruptive topology
Repair, considers the connectivity restoration problem sub-
ject to path length constraints. Basically, in some applica-
tions such as combat robotic networks and search-and-
rescue operation, timely coordination among the nodes is
required and extending the shortest path between two
nodes as a side effect of the recovery process would not
be acceptable. LeDiR relies on the local view of a node
about the network to relocate the least number of nodes
and ensures that the shortest path between any pair of
nodes is not extended relative to its pre-failure status.
When a node Asfails, its neighbors will individually consult
their possibly-incomplete routing table to decide on the
appropriate course of action and define their role in the
recovery if any. If the failed node is a critical node, i.e.,
cut-vertex, the neighbor A; that belongs to the smallest
partition reacts. LeDiR limits the relocation to nodes in
the smallest disjoint partition in order to reduce the recov-
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ery overhead. The smallest block is the one with the least
number of nodes and would be identified by finding the
reachable set of nodes for every 1-hop neighbor of Ar and
then picking the set with the fewest nodes. Again, the rout-
ing table will be used for that. Intra-partition connectivity
is sustained through cascaded relocation as in DARA [65]
and RIM [68], where a node A; that loses contact with a
neighbor A; travels toward the new position of A;.

A variant of LeDiR, called a Least-Movement Topology Re-
pair (Le-MoToR) algorithm, has been recently published
[74]. Compared to LeDiR, Le-MoToR relocates a node A; in
a partition on a different travel path by making moving
parallel to the line A/Ar. This modification reduces the num-
ber of moved nodes and sustains the coverage achieved by
the node in the smallest partition by not shrinking the
topology towards A; after it replaces Ar. A sample execution
of Le-MoToR is shown in Fig. 10 with the comparison to
RIM.

A combined coverage and connectivity metric has also
been considered in the recovery process. An example is
the NORAS approach [39] discussed earlier which factors
in the node’s coverage when designating a replacement
for connectivity-critical nodes. The coverage conscious
connectivity restoration (C?R) approach [75] opts to handle
the case when no healthy node can be spared to replace the
failed node. The main idea is to exploit both temporal and
spatial domain. Basically, the neighbors of Ar will collabo-
rate in the recovery by taking turns. Each participating
node will reposition to the vicinity of Ay, serve the network
for some time and then go back to its original location. A
heuristic solution has been proposed to identify the nodes
that should be involved and a schedule is devised for them
to serve the area covered by Ay This leads to intermittent
connectivity and monitoring of all the originally covered
spots. A sample execution is shown in Fig. 11. An opti-
mized version of C°R, called ECR, is also proposed. ECR is
geared for energy efficiency at the expense of coverage
and connectivity and is suitable for applications where
network longevity is a prime objective. ECR devises a
recovery schedule that minimizes the ratio of travel-im-
posed energy to that being consumed while a node is sta-
tionary. Such a scheduling problem has been formulated as
a linear program.

4.2.5. Constrained motion

Repositioning may itself be constrained due to various
reasons such as the environment and application level
constraints. For example, the node may be assigned an
important task that is spatially tied to a certain spot
and thus cannot move. To handle such a scenario, the
DARA approach is extended in [76] to factor in the impor-
tance of on-going tasks in the selection of a candidate
node for replacing Ar In addition, a hybrid Application-
centric Connectivity Restoration (ACR) algorithm is pro-
posed in [77]. ACR factors in application level interests
besides efficient resource utilization while recovering
from critical node failures. Like DCR [40], ACR determines
critical nodes and designates for them backups as part of
pre-failure planning. Each node discovers in a distributed
manner whether it is critical or not based on local topol-
ogy information. Each critical node (primary) picks a suit-

able backup that can satisfy application-level constraints.
While choosing a backup, a primary node strives to find a
nearby uncritical node in order to limit the scope of the
recovery and reduce the overhead. Moreover, ACR strives
to minimize the effect of node failure on coverage and
connectivity by engaging strongly connected nodes with
overlapped coverage. ACR can be viewed as a hybrid pro-
active and reactive strategy.

Finally, the location of the failed nodes may impose
some motion restrictions. With the exception of RIM
and its variants, the other reactive approaches for restor-
ing connectivity are based on a single underlying princi-
ple of replacing the failed node without considering the
possible fact that the location of the failed node could
have been the reason for its failure. These approaches
also tend to trigger a cascaded relocation of many nodes
resulting in increased overhead. For example, DARA [65]
and RIM [68] often terminate after engaging the nodes at
the network periphery. To counter such shortcoming, an
algorithm for Connectivity Restoration through node Rear-
rangement (CRR) is proposed in [78]. CRR pursues rear-
rangement of nodes while limiting the scope of the
recovery to the vicinity of the failed node. The main idea
is to reposition the 1-hop neighbors of the failed node so
that the topology becomes strongly connected. The node
rearrangement is modeled as a variant of the Steiner min-
imal tree formation problem to connect the 2-hop neigh-
bors of Ar The 1-hop neighbors A; are then placed at the
identified Steiner points (SPs). If the 1-hop neighbors are
fewer than the SPs, the 2-hop nodes are relocated.

4.2.6. Comparative summary

Table 1 provides a comparison of the reactive schemes
discussed in this subsection. Although designating backups
is categorized as provisioned recovery, the restoration pro-
cess is performed in response to the failure. Therefore, we
have considered these approaches as hybrid schemes and
included them in the comparison. The table highlights
the following attributes:

e Node Selection Criteria: The nodes are picked based
on several criteria such as distance to the failed
node, node degree, and criticality, before or after
the failure occurs.

e Network State Needed: To decide which nodes to
move and their final locations, some network state
need to be kept at each node. This ranges from
knowing 1-hop neighbors to the whole topology.

o Centralized/Distributed Operation: The approaches can
be either orchestrated by the sensors or controlled by
a single base-station. In the latter case, the base-sta-
tion would need global network information.

e Movement Type: The movement of the nodes may
also differ. For instance, some approaches may
move the nodes directly while others can distribute
the load and follow a cascaded motion. In addition,
the movement can also be constrained based on the
environment or application level needs.

e Performance metrics: In addition to storing network
connectivity, the recovery approaches also opt to
achieve a secondary objective, e.g. increased cover-
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Fig. 10. Illustration of how Le-MoToR [74] involves nodes while restoring connectivity. Only 3 nodes are involved in the recovery process. (a) Node A fails.
(b) Node A4 replaces node Ayy. (c) Node A;s replaces node A4 and node A;; initiates replacement of A;s. (d) For the same scenario, more nodes (gray nodes)

are involved in the recovery process when RIM [68] is applied.

age, and/or optimize some performance metrics
such as energy efficiency and QoS. Energy effi-
ciency is achieved via the reduction of movement
and messaging overhead.

5. Tolerating multi-node failures

Due to the harsh surroundings, more than one sensor
node may simultaneously fail. In addition, the network
may suffer a large scale damage that involves many nodes
and would thus create multiple disjoint segments. Restor-
ing connectivity in this case is more challenging than the
single node failure scenarios. In cases, where the simulta-
neously-failed nodes are not spatially adjacent, the prob-
lem is tackled as a multiple version of single node
failures with special handling of potential resource con-
flicts. However, tolerance of simultaneous failure of collo-
cated nodes is a significantly more difficult problem.
Three strategies have been pursued in the literature to re-
cover from collocated node failures. In the first strategy,
the network topology is restructured by repositioning
nodes from the various segments in order to re-establish
connectivity. This methodology would support network
self-healing and enable distributed implementation. In

the second strategy, additional relay nodes are deployed
to interconnect the disjoint segments. Finally, the third
strategy involves mobile data mules that tour the area
and carry data from one segment to another. In the balance
of this section we first cover techniques for tolerating
simultaneous non-collocated node failures. Then we direct
our attention to spatially adjacent failures, highlighting the
popular objectives of the recovery process and summariz-
ing published schemes for each recovery strategy.

5.1. Handling simultaneous failure of non-adjacent nodes

A variant of the multi-node failure problem involves
spatially non-adjacent nodes that fail at the same time.
This may happen when nodes fail in various parts of the
network one after the other such that the time between
two consecutive failures is less than the time for tolerating
a single failure. Independently handling the failure of the
individual nodes in this scenario is not guaranteed to con-
verge due to the potential resource conflict. For example, if
node relocation is pursued and two failures are simulta-
neously handled in two parts of the network, a healthy
node may be confronted with two conflicting requests
and the recovery process will be disrupted. Consider the
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Fig. 11. Showing sample operation of C*R [75]. When ny fails (a), node n;; acts as the recovery coordinator (b). Nodes collect the schedule from n;; and
move back to their positions except n, which is the first node scheduled (c). The other neighbors move back and forth successively to tolerate the failure of

node ng (d-g).

scenario in Fig. 12. The failure of A; would require the
engagement of its neighbors, including A, in the recovery
process. Now if before or during the recovery node Ag fails,
A7 will have conflicting tasks since it is a neighbor of Ag as
well.

Provisioned recovery solution will be able to tolerate
this type of failure up to k nodes by establishing k-connec-
tivity or assigning k distinct backups, as discussed in Sec-
tion 4. Meanwhile, most of the published reactive
schemes can only tolerate a single node failure. Nonethe-
less, few have factored in the potential of having multiple
non-collocated failed nodes in the network and proposed
a procedure that ensures convergence and successful
recovery. We categorize these schemes based on whether
centralized or distributed processes are pursued. It should
be cautioned that these techniques cannot handle collo-
cated failures or major topology damage, which will be
covered later in this Section 5.

Centralized schemes: This category of work handles
network architectures in which a base-station can be noti-
fied of the failure of multiple nodes and develop a recovery
plan that involves relocating nodes in the network. It is as-
sumed that the position of the failed nodes can be collected
by some other means such as via a flying unattended air
vehicle (UAV). The base-station uses the position of the
failed and healthy nodes to determine an optimal solution
in terms of node movement. In [79], the recovery problem

Fig. 12. The failure of A; and A introduces a conflict at node A; since in
many single node failure recovery schemes it has to be engaged in the
recovery process for both of them.

is formulated as an Integer Linear Program (ILP). The objec-
tive of the ILP based optimization model is to form a con-
nected topology while minimizing the distance that the
individual nodes have to travel and minimizing the loss
in coverage caused by the failed nodes. In order to limit
the search space, the solution is limited to the position of
the nodes in the network prior to failure.

While the scheme of [79] factors in the positions of all
nodes in the optimization model, such an assumption is
not made in [80] and all possible locations are thus consid-
ered. The idea is based on transportation network flow
model where eventually every node in the network should
be able to go to all destinations, i.e., reach all other nodes,
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when the network is connected. Given the infinite solution
space, the problem is modeled as a mixed-integer formula-
tion and polygon approximation method is used so that the
nonlinear terms in the model (i.e., due to distance compu-
tation) are linearized. Although such simplification leads to
a sub-optimal solution, it has been shown it outperforms
the solution of [79] in terms of the total travel distance.
Nevertheless, this approach does not scale well and be-
comes computationally intractable after approximately
30 nodes.

Another centralized approach is proposed in [81] to im-
prove scalability by reducing the number of candidate
locations. A relay placement algorithm is used to deter-
mine the set of positions which can guarantee connectivity
if relay nodes are to be deployed at those positions. How-
ever, instead of relay node deployment, the determined
positions are occupied by existing nodes in the network.
The relocated nodes are identified by forming a CDS of
the individual partitions and selecting dominatee nodes
whenever possible, as done in PADRA [54]. For minimizing
the total movement distance of the nodes, a greedy heuris-
tic is followed. In this approach, the closest target-domin-
atee pair is picked and the dominatee node is relocated to
the corresponding target location. After populating each
target location, the CDS of partitions are updated until all
target locations are filled and connectivity is restored.
The simulation results have indicated that the proposed
heuristic scales well and outperforms the solutions of
[79,80].

Distributed Schemes: Published schemes in this cate-
gory apply a single node recovery solution and employ
some synchronization mechanism in order to avoid re-
source conflicts during the recovery. For example, the
DCR algorithm [40], discussed earlier, has been extended
in [82] to handle multiple non-collocated node failures.
The extended algorithm, which is named RAM, identifies
critical nodes and designates distinct backups for them.
The key feature that enables RAM to handle the simulta-
neous failure of multiple nodes lies in the backup selection
process. The idea is to elevate the criticality of a backup
node in order to deal with the possibility of having both
primary and backup failing at the same time. The increased
criticality warrants designating backups in a recursive
manner. To limit the scope and avoid making the entire
node population critical, a node is allowed to serve as a
backup for multiple primary nodes. A mutex is used to
avoid race conditions while relocating nodes in order to
prevent a new failure from causing an on-going recovery
process to diverge. The extended approach is shown to suc-
cessfully tolerate the failure of multiple non-collocated
nodes and two adjacent nodes.

Similarly failure handlers (i.e., backups) have been used
in [83] to handle multiple node failures that happen simul-
taneously at different locations. Basically, the idea is to run
the PADRA [54] approach at multiple locations using the
failure handlers as the initiators of the processes. Two
types of failure handlers, namely primary and secondary,
are designated for a node. In case, the primary handler can-
not complete the recovery within a pre-specified duration,
the secondary handler steps forward. However, when the
nodes are relocated in a cascaded manner, two recovery

processes may need to relocate the same nodes to two dif-
ferent locations which creates race conditions. This prob-
lem is addressed via lock procedures meaning that the
node does not respond to a request until it is done with an-
other request. Several cases were considered and resolved
as shown in Fig. 13. In case the nodes are locked, then a
secondary failure handler will need to back off and wait
for a certain amount of time to retry in the future hoping
that some of the locked nodes will be released. In this
way, any number of failures can be handled as opposed
to the RAM approach.

5.2. Tolerating collocated failures through node relocation

Restoring connectivity after the simultaneous failure of
multiple collocated nodes through the repositioning of
some of the healthy nodes is very challenging. The main
difficulty is determining the scope of the damage and coor-
dinating the response of the individual nodes. Unlike the
single node failure where the neighbors of the failed node
have a consistent and deterministic view of the problem, a
node relocation-based recovery has to be based on partial
or uncertain information about how many nodes have
failed and where the other healthy nodes are. As a result,
it is necessary to make some assumptions such as knowl-
edge of the routes, knowledge of the center of the region,
availability of cameras, etc.

For instance, the main idea of the approach of autono-
mous repair (AuR) is based on repositioning towards the
center of the area which is assumed to be known in ad-
vance. AuR regroups the healthy nodes by moving towards
one another and towards the center of the deployment
area [84]. The design principle of AuR is based on modeling
connectivity between neighboring nodes as a modified
electrostatic interaction based on Coulomb’s law between
charges. In AuR, the recovery is localized with nodes only
interacting with their immediate neighbors. The neighbors
of the failed nodes are to lead the recovery process by
spreading out towards the lost nodes, causing the intra-
segment topology to be stretched. If connectivity is not re-
stored, the segment is then moved as a block towards the

(P vCD UCD(P

u uPFH yPFH Vv
VPFH VPFH v
u UPFH v uSFH U UPFH  ySFH

(c) (d)

Fig. 13. Situations where paths for recovery have common nodes/links
for the nodes u and ». PFH and SFH stand for primary and secondary
failure handler of the corresponding node, respectively, while CD stands
for the closest dominatee node. In cases where u and v fails around similar
times, their closest dominatee nodes maybe the same and thus a lock
mechanism will be needed. Once locked, a node cannot be used for
relocation. The figure is taken from [83].
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center of the deployment area. Moving all segments to-
wards the center will increase the node density in the
vicinity of the center point and ensures that the connectiv-
ity gets reestablished. Fig. 14 illustrates the idea.

Similarly the Distributed algorithm for Optimized Relay
node placement using Minimum Steiner tree (DORMS) as-
sumes that the center of the network is known in advance
[85]. The problem is modeled as a relay placement problem
but the relays are picked among the existing nodes in the
respective partitions. Since in autonomously operating
network it is infeasible to perform a network-wide analysis
to diagnose where segments are located, DORMS moves re-
lay nodes from each segment toward the center of the
deployment area. As soon as those relays become in range
of each other, the partitioned network resume operation.
The goal of DORMS is to design an efficient topology, in
terms of the path length among segments, while minimiz-
ing the number of required additional nodes. Therefore,
DORMS further models such initial inter-segment topology
as a Steiner Minimum Tree (SMT) in order to reduce the
count of required relays. In order to find a topology which
reduces the node count, DORMS employs k-LCA [86],
which is the best known approximation algorithm for find-
ing an SMT. The identified SPs are populated and the other
initially-employed relays return to their respective seg-
ments to resume their pre-failure duties.

Another distributed approach to handle multiple fail-
ures is presented in [87] based on the nodes’ knowledge
of their full path to the sink. The pre-failure route informa-
tion is utilized in order to determine the location of the
damaged nodes. The location of nodes along the path to
the sink is collected when the paths are established. Thus,
upon partitioning, nodes can attempt to reconnect to the
sink node by moving to the next hop towards the sink.
When a node “i” discovers the failure of its next hop “j”
on the path to the sink, node “i” will relocate to the posi-
tion of “j”. This step may continue over the known pre-fail-
ure data route until reaching the sink node or finding an
alternative path to the sink node. Since the former path
was once operational, this approach is shown to guarantee
connectivity. However, because many nodes may do so in a
partition, the recovery cost can be high. To limit the over-
head, the recovery process elects only one node to lead the
motion towards the sink. The leader node is selected in a
distributed manner based on the distance to the failed
node. When the leader node moves, cascaded node reloca-
tion within the partition is pursued in order to sustain in-
tra-partition connectivity. For that DARA [65] is employed.
The approach is further extended in [88] by factoring in
proximity to the failed node and using PADRA [54] to opti-
mize the intra-partition cascaded relocation process.

Meanwhile, the approach of [89] is based on incom-
plete node failure information. This work assumes that
the nodes are equipped with primitive cameras to collect
partial topology information, mainly the number of
boundary nodes. The connectivity restoration problem is
then modeled using Game Theory. The pay-off function
is based on the node degree, where a partition opts to
grow the node degree of its nodes, in particular its bound-
ary nodes, by joining other partitions. Due to the lack of
centralized control, the nodes to be moved and the direc-

tion of the movement are determined with limited
knowledge about the partitioned topology and about the
location of the failed nodes. Specifically, the nodes collab-
orate to reach Nash equilibrium. When playing, the num-
ber of nodes in neighboring partitions, and the number of
boundary nodes that face neighboring partition are esti-
mated using cameras. While this requires some image
processing and may yield inaccurate information, the
probabilistic nature of the approach can handle such
uncertainties. Basically, a probabilistic model is used to
determine the boundary nodes distributions for the parti-
tions. Each partition then tries to merge with the partition
that maximizes the pay-off and node relocation takes
place to complete such merge until network wide connec-
tivity is achieved. The simulation results indicate that the
performance of the proposed approach is superior to the
other distributed approaches such as [88] and comes very
close to centralized solutions.

Another Game Theory based approach is proposed in
[90]. By assuming complete knowledge of the location
and count of the partitions and failed nodes, each partition
(i.e., a representative from the partition) is used as a player
in a game. Again the pay-off function is based on the node
degree. The representative opts to maximize the pay-off
for its partition, which motivates the partition to move to-
wards other partitions. The approach is centralized and
every representative will know the pay-off function of
other partitions and the network eventually reaches Nash
equilibrium when all partitions are connected. The motion
towards other partitions takes the form of relocating nodes
from each partition towards each other. This relocation is
performed by following a similar approach to that of
[70]. Basically, the closest nodes from each partition are
picked and move towards each other on the line connect-
ing them.

None of the proposed approaches consider the terrain
conditions and obstacles in the environment when the
nodes are moving. Therefore, a direct path is always as-
sumed between two locations. To counter this issue, the
approach in [91] does not assume that a direct path is al-
ways available during movement and presents a solution
by considering terrain features. The approach factors in
the terrain conditions to determine the right nodes to
move and find an obstacle-free and energy-efficient path.
Application area is assumed to be composed of regions
with different risk and elevation values. Energy consump-
tion per meter is not constant and it is minimized by deter-
mining optimal trajectories through applying A* search
algorithm to reach the destination via best route. The ter-
rain is divided into cells with different characteristics such
as flat, grass and water. Therefore, each cell is represented
by a number indicating the risk and elevation factor of the
cell as shown in Fig. 15. The algorithm finds the most en-
ergy-efficient path by considering the numbers in the cells
and the distance from source to destination. The A* is a
path finding algorithm used in robotics. The algorithm is
implemented for PADRA [54] and DARA [65] under realistic
terrain conditions. The results have revealed that the en-
ergy consumption due to movement is significantly higher
and in some topologies DARA or PADRA’s direct movement
even may not converge.
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Fig. 14. AuR employs self-spreading and motion towards the center if the deployment to reconnect the disjoint segments of the network, (a) the damaged

topology, (b) AuR in action.

Table 2 provides a comparative summary for the node-
relocation based multi-node failure recovery schemes dis-
cussed in this subsection.

5.3. Recovery through deployment of stationary relays

In setups in which the nodes are not mobile or the num-
ber of healthy nodes is not sufficient to re-establish con-
nectivity while meeting the application requirements, the
deployment of additional nodes is inevitable. The deployed
nodes would act as relays between the partitions/seg-
ments. The terms “partition” and “segment” are used
interchangeably in published work in this category and

also in the balance of this section. The connectivity restora-
tion problem then becomes determining the fewest num-
ber of relays and their locations so that data routes are
formed between every pair of partitions. The relay nodes
are typically assumed to be stationary nodes. However,
mobile relays are also possible as will be discussed in the
next subsection.

Since the main goal of placing relays is to restore con-
nectivity, most of the proposed approaches in the litera-
ture solely focused on achieving this objective with the
least number of relays as a way to limit the recovery cost.
There are, however, some approaches which have consid-
ered other objectives, in addition to connectivity, which
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Fig. 15. Determining the most energy-efficient and obstacle-free path
between two locations. Source picks path 3 to minimize energy
consumption even though path 1 and path 2 have shorter lengths.

makes the problem becomes more challenging. This sub-
section surveys published work and structures the presen-
tation based on the objective of the relay placement
optimization. It is worth noting that the placement ap-
proaches are typically centralized; however distributed
implementations have also been discussed in some work.
A comparative summary of all the approaches for station-
ary relay placement is provided in Table 3.

Connectivity with the least number of relays: Restoring
connectivity using stationary relays requires determining
the fewest number of relays and their locations so that
data routes are formed between every pair of partitions.
Thus, the recovery problem is mapped to finding the Stei-
ner Minimum Tree with Minimum number of Steiner
Points (SMT-MSP), which is shown to be an NP-hard prob-
lem by Lin and Xue [41]. The SMT-MSP is a well-studied

M. Younis et al. / Computer Networks 58 (2014) 254-283

problem in the literature and a number of heuristics have
been proposed. A summary and comparison of some of
the published techniques can be found in [8]. To avoid rep-
etition we summarize sample of early and fundamental
work and focus on the recently-published solutions in
the context failure recovery.

Lin and Xue [41] have proposed an algorithm which
populates relays on the edges of the minimum spanning
tree (mst) of the terminals which represents the partitions.
First, the algorithm constructs the complete graph G = (V,E)
of terminals where V is the set of terminals and E is the set
of all edges (u,v) where u, v are in V. Then using Kruskal's
mst algorithm, the tree edges are computed. Relays are
populated along each edge in the tree at a distance of at
most R apart, where R is the communication range of a
node. In [49], Chen et al. have shown that the approxima-
tion ratio of the algorithm presented in [41] is equal to 4.

In [42], Cheng et al. have presented a three-steps ap-
proach to tackle the problem. It first connects the nodes
which can directly reach one another. In the second step
the algorithm considers each subset of three terminals
(u,v,z) and forms a 3-star if there exists a point s such that
s is at most R units away from u, v and z. At the end of this
step, the algorithm forms a set of islands and individual
terminals. In the third step, the algorithm establishes con-
nectivity by filling the gap between all u and v’s, such that
(u,v) € Ems, Where Ejg is the set of edges on the mst, and u
and v are in different connected components.

To counter the complexity of the problem, Lee and
Younis [92] have modeled the deployment area as a grid
of equal-sized cells, and each network segment is assumed

Table 2
Reactive approaches for multiple node failures.
Paper Level of Additional goal Centralized  Adjacent Network Node selection criteria Movement
connect. distributed  failures state
[79] 1 Minimizing total distance and meeting a Centralized No Global Based on network-wide Controlled
certain coverage optimization
[80] 1 Minimizing the total and maximum travel Centralized Yes Global Based on network-wide Controlled
distance optimization
[81] 1 Minimizing the total and maximum travel Centralized Yes Global Based on network-wide Controlled
distance optimization
[82] 1 Minimizing the total distance and the Distributed  Yes 1-hop To be a non-critical node, Cascaded
scope of the recovery degree and proximity
[83] 1 Minimizing the total travel distance and Distributed  No 2-hop To be a dominatee node and Cascaded
messaging cost proximity to the failed node
[84] 1 Minimizing the total travel distance Distributed  Yes 1-hop All nodes are engaged Block
[85] 1 Minimizing the number of populated Distributed  Yes None The number of lost Cascaded
relays and generating more efficient connections with the
topology in terms of the average degree of neighbors
connectivity and balanced traffic load
[87] 1 Minimizing the total and maximum travel Distributed Yes 2-hop Proximity to sink (leader), Cascaded
distance node degree and node id
(cascaded movement)
[88] 1 Minimizing total distance Distributed  Yes 2-hop Proximity to the failed node Cascaded
(leader selection); node degree
and to be a dominate node
(cascaded movement)
[89] 1 Minimizing the total travel distance and Distributed  Yes 1-hop Proximity to the destination Cascaded
coverage loss partition
[90] 1 Minimizing the total travel distance Centralized  Yes Global To be a dominatee node and Cascaded
proximity to the void area
(where nodes have failed)
[91] 1 Minimizing energy consumption Distributed  Yes 2-hop Minimum overhead in terms Cascaded

of energy consumption
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Table 3
Comparison of heuristics for recovery through stationary relay placement.
Name Objectives (Other than Approach Connectivity ~ Model Time complexity
connectivity) degree
SMST [41] Minimizing relay count Centralized 1 Each partition is  O(nlogn)
SMT-MSP [49] represented by  O(n®)
FeSTA [93] a single node o(n*)
10-DT [94] o(n?)
SpiderWeb [98] Providing high-quality Centralized/ 1 and 2 o(n logn(%}), where n is the number of
topologies Distributed partitions, d is the length of longest line, and
R is the relay node transmission range
CIST [95] Minimizing relay count Centralized 1 Each partition is  Not available
ORP [35][37] Maximizing inter-relay node Centralized  Opts is to represented by
degree while maintaining cost maximize its members
constraints (multiple)
CBP-D [38] Maximizing inter-relay node Centralized  Opts is to
degree while maintaining cost maximize
constraints and meeting a
delivery delay bound
CORP [92] Providing high-quality Centralized/ 1 Each partition is _ of fXY) :
topologies Distributed represented by On. ) such tha% r ~ OU > W)- where 11is the
a cell number of partitions, and X and Y are the two
furthest partitions with f{X,Y) being the
Manhattan distance between X and Y
EQAR [96] Guaranteeing link bandwidth Centralized N/A 0(n?|Vl log(|Vql + |Eql)), where n is the
number of partitions, |Vg| is the number of
cells, and |Eg| is the number of directed edges
in the grid
QRP [97] Guaranteeing link bandwidth N/A Same like CORP

to be located in the middle of the cell. The optimization
problem is then mapped to selecting the fewest number
of cells for populating relays such that all segments are
connected. A Cell-based Optimized Relay node Placement
(CORP) algorithm is proposed. CORP is a polynomial-time
algorithm that pursues greedy heuristics. It defines the
best neighboring cell of a segment Seg; as the one that lies
on the shortest paths connecting Seg; to the other seg-
ments. CORP operates in rounds. In each round, the best
cells are selected and populated with relays based on
where the most recently populated nodes are located.
The overall placement process converges by populating re-
lays inwards until all relays become reachable to one an-
other. After all segments are connected, the algorithm
prunes redundant relay nodes. Fig. 16 illustrates the oper-
ation of CORP. A distributed implementation of CORP has
also been proposed.

Another recent approach is FeSTA [93], which denotes
Federating Network Segments via Triangular Steiner Tree
Approximation. FeSTA deploys relay nodes and forms con-
nected components of segments by finding local sub-opti-
mal solutions for groups of three segments. A segment is
represented by a terminal and all possible 3 distinct sub-
sets of segments are listed. For every triangle, i.e., subset
of three terminals, FeSTA decides either to form a new con-
nected component or to incorporate the terminals of that
triangle to an existing connected component based on
the required number of relay nodes. Forming a new con-
nected component, in essence, is equivalent to finding
SMT-MSP of the subset of three terminals. The terminals
(segments) join an existing connected component, if the
cost for connecting these terminals individually is less than
forming a distinct component. After all segments are cov-

ered, i.e., become part of a connected component, the scale
of the problem is reduced to linking the individual con-
nected components by steinerizing an edge between two
nodes in distinct components.

FeSTA considers all possible triangles. Since for n ter-
minals there are g }V_ 0(n?) possible triangles, the run-
time complexity grows significantly for large networks.
To reduce such complexity, the Incremental Optimization
based on Delaunay Triangulation (IO-DT) algorithm is
proposed [94]. First, I0-DT proves the feasibility of find-
ing the optimal solution for the SMT-MSP problem for
the case of three terminals. Unlike FeSTA, IO-DT tries
to minimize the total relay count for larger networks
by using selected subsets of three terminals. IO-DT ob-
serves that most of the triangles considered by FeSTA,
are not needed since big triangles having multiple termi-
nals inside may require many redundant relays. This
observation is illustrated in Fig. 17. The 10-DT algorithm
is designed to avoid those redundancies and thus to im-
prove time complexity significantly. In computational
geometry Delaunay Triangulation guarantees that no ter-
minal is located inside a triangle (i.e., subset of three ter-
minals) which is the desired case in this problem.
Therefore the algorithm finds the subset of three termi-
nals generated via Delaunay Triangulation. The 10-DT
algorithm first sorts the triangles according to their
weights (i.e., the minimum number of relays to connect
the corners of the triangle). In each iteration the algo-
rithm steinerizes the triangle as part of the final topology
if selecting, such a triangle provides a reduction in the
total number of required relays as compared to an mst-
based solution. A worked example of I0-DT algorithm
is illustrated in Fig. 18.
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Fig. 16. Illustrating how CORP operates in rounds, shown in (a), to form the topology, shown in (b). The area is modeled as a grid and in each round a relay is
populated in the best neighboring cell for each segment. In the 6th round all segments become connected.

The approaches mentioned assume that a partition is
represented by a single terminal. However, in reality, a
partition may consist of several sensors and thus the con-
nection interface point with other partitions may not be
the same node all the time. Based on the assumption of
partitions with sensors, a two-step heuristic called CIST
has been proposed in [95]. CIST also strives to minimize
the required number of relays. Unlike other schemes, each

(b)

Fig. 17. lllustration of redundant node deployment as a result of
steinerizing a triangle having another terminal inside. (a) 7 Relays are
required (b) 6 relays are required for connecting 4 terminals.

segment is not represented by a single terminal, instead, all
nodes located on the boundary of the individual segments
are considered. CIST leverages the ideas promoted by FeS-
TA. First, CIST determines the mst edges between segments
and estimates the corresponding number of relays re-
quired to establish connectivity on these edges. CIST then
considers all combinations of three segments that include
two segments with an mst edge. For each of these combi-
nations, CIST determines the fewest relays needed to form
SMT-MSP for a triangle whose vertices are located in dis-
tinct segments, and reports the reduction in the relay
count relative to the mst-edge based connection of the cor-
responding three segments. In the next step, CIST connects
groups of three segments with positive gain, i.e., reduction
in relay count, by steinerizing the corresponding triangle.
Finally, the remaining segments are connected via steiner-
izing mst edges. Fig. 19 illustrates the basic idea. Instead of
deploying additional relays, the approach of [81] employs
PADRA [54] to determine dominatee nodes within the seg-
ments that can be moved at the spots identified by CIST.
The criterion of selecting which dominatee nodes to be
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repositioned is based on minimizing the total travel dis-
tance for these nodes.

Recovery with QoS objectives: In some node failure sce-
narios the recovery process needs to re-establish con-
nected inter-segment topologies with desired features,
e.g., high node degree, bi-connectivity, etc. In other words,
unlike the work discussed above, support for some intra-
network QoS requirements is desired. Multiple heuristic
solutions have been developed to tackle various variants
of this problem.

The first approach, which is named EQAR, opts to form a
connected topology using the least number of relays while
meeting inter-segment capacity constraints [96]. The

(f)

Fig. 18. A Step-by-step illustration of how 10-DT algorithm works.

inter-segment QoS requirements may be just a byproduct
of the damage since the segments may be of different sizes
and in turn, the volume of the generated traffic may widely
vary. In addition, each segment may have its own QoS
requirement depending on the application and the number
of video and imaging sensors that the segment has. The
deployment area is modeled as a grid with equal-sized
cells. The problem becomes identifying the cells that ought
to be populated with relays so that the total number of de-
ployed relays is reduced and the QoS goals are met. EQAR
introduces a cell-based cost function based on the residual
capacity of the relays which have been deployed in the cell.
The optimization problem is then mapped to finding the
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(b)

Fig. 19. An illustration of how CIST works. (a) The initial topologies of
segments. Dashed lines represent mst edges. (b) CIST first processes the
triangular subset {S{,S3,S4}. The dark rectangles represent relays. CIST
then processes the triangular subset {S,,Ss,Ss}. Since the gain of the
subset is turned to be zero, the mst edges that connect these segments are
steinerized.

cell-based least cost paths that collectively meet the QoS
requirements. In other words, the objective of the optimi-
zation is to maximize the utilization of the residual relay-
ing capacity. Increasing the utilization of relays also
increases the connectivity and allows the resultant inter-
segment topology to be more resilient to local damage.
An extended version of the CORP approach [92], dis-
cussed earlier, is developed to support inter-segment
capacity requirements. The new approach, which is called
QRP [97], pursues greedy heuristics to populate the least
number of relays such that the disjoint segments are con-
nected and the QoS requirements between every pair of
two segments are met. Again, QRP models the area as a
grid of equal-sized cells and defines the best neighboring
cell of a segment Seg; as the one that requires the least
relaying capacity to connect Seg; to the other segments
with QoS values being met. Like CORP, QRP operates in
rounds. In each round, the best cells are selected and pop-
ulated with relays based on where the most recently pop-
ulated relays are located. This process concludes when all
segments are connected using the newly deployed relays.
Meanwhile the SpiderWeb approach [98] opts to re-
establish connectivity using the least number of relays
while achieving high node degree in the formed topology.
Published schemes often form an mst among the isolated

segments. An mst-based topology usually makes some
nodes a hot spot in terms of the traffic load and limits
the achievable network throughput, and may thus deem
the inter-node collaboration insufficient for specific appli-
cation tasks. Unlike these schemes, this approach estab-
lishes a topology that resembles a spider web, for which
the segments are situated at the perimeter. Such a topol-
ogy not only exhibits stronger connectivity than an mst
but also achieves better sensor coverage and enables bal-
anced distribution of traffic load among the employed re-
lays. The simulation results have shown that these
distinct features are provided with a comparable relay
count to that of an mst-based solution would involve. To
further increase robustness, the approach is extended so
that the final topology is guaranteed to be 2-vertex con-
nected. Fig. 20 shows an example of the formed topology.

The problem considered by Al-Turjman et al. [35] is also
considering an additional objective which is to improve the
inter-relay topology. A certain number of relays were as-
sumed to be available. The area is modeled as a grid and re-
lays are to be placed on the intersection points. An mst is
formed using the edges of the grid and assuming all inter-
sections have relays. Only the selected intersection points
are populated with relays. In the second phase, the unused
relays, out of the allowed relay count, are populated so that
the node degree of the inter-relay topology is maximized.
To achieve that, the connectivity is modeled using the
Laplacian matrix of a graph [36]. The connectivity is then
measured by computing the second smallest eigenvalue
/2, Where 1, indicates the minimum number of links which
if omitted the graph loses its strong connectivity, i.e., be-
comes partitioned. The approach is extended in [37] to
handle the general case where the area is not modeled as
a grid. To overcome the infinite search space, a set of edges
between the segments are established by forming a Steiner
tree and identifying points on the tree edges that are R
units apart, where R is a the communication range of a re-
lay. These points serve as the set of possible locations and
the optimization formulation is then applied in a similar
way to the case of a grid. The problem is also solved in

B Relay Node
@ Center of Mass

B Outer Partition representative
Inner Partition representative

Fig. 20. An illustrative example of topology established by employing
Spider-web relay node deployment strategy.
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[38] while factoring in a data delivery delay bound as a
constraint.

5.4. Re-establishing connectivity with mobile relay nodes

In this subsection, we focus on the strategies for con-
necting the segments of a partitioned network through
the population of additional mobile entities (MEs). In the
mobility-assisted algorithms, MEs play one of three roles;
a mobile relay node (MRN) which relay data between seg-
ments, a mobile data collector (MDC) which visits the indi-
vidual segments and carries data to the sink or a mobile
base-station (MBS). The common objective of the ME-based
algorithms is to find the shortest tour path along which the
MEs visit segments. Furthermore, some research work con-
siders constrained availability of MEs [99,100,29]. In the
balance of this subsection we summarize the published
ME-based connectivity restoration schemes.

Connectivity with a limited number of MEs: When the
number of MEs is limited and not enough to restore con-
nectivity among the segments, the MEs need to travel
around to provide intermittent communication links. How-
ever, finding the shortest tour of mobile nodes among seg-
ments is a classical traveling salesman problem, which is
known to be NP-hard even without considering a restric-
tion on the node count [101]. Senel and Younis have inves-
tigated this problem and proposed a polynomial time
heuristic for interconnecting Disjoint Segments with k
MDCs (IDM-kMDC) with the shortest tour path of the
MDC [99]. IDM-kMDC is a greedy approach that runs in
rounds. First, it picks a node in each segment as a represen-
tative, computes an mst of representatives, and assigns an
MDC on each edge of the mst. Then iteratively IDM-kMDC
strives to reduce MDC count by one in each round by merg-
ing two collocated MDCs such that the merged tour length
is minimized. For finding the merged tour, they compute a
convex hull of segment representatives of the selected two
tours and determine collection points for the representa-
tives on or inside of the computed convex hull in a separate
way. Fig. 21 illustrates the merging process using an exam-
ple. The algorithm terminates as the number of MDCs
reaches the given k.

Almasaeid and Kamal also tackle the same problem of
bridging isolated segments by involving k resource-rich
MRNSs, where k is less than k* which is the minimum num-
ber of required stationary relays to connect the node seg-
ments [100]. In their solution, the employed MRNs keep
moving in the network to provide the intermittent connec-
tivity over a time period instead of continuous connectiv-
ity. The main contribution of the scheme is to
mathematically model the movement of the MRNs as a
closed queuing network and achieve steady state results
for distributing the MRNs in the network. They also study
the effect of the number of the included MRNs and move-
ment pattern on the segments-to-segments and segments-
to-sink (end-to-end) data delivery latency. They have con-
cluded that enhancing the movement pattern may lead
to a better result than adding more MRNs.

Meanwhile, the problem studied in [29] is slightly dif-
ferent, where the movement of a limited number of MEs
is to be optimized while considering two more roles of

Fig. 21. An example of how IDM-kMDC merges two disjoint tours into
one [99].

the ME, namely, serving as an MDC and an MBS [29]. The
proposed algorithm first clusters the sensor nodes around
pre-determined stop points using any clustering techniques
[102]. At these stops, MDCs load or unload data and MBSs
load data. Fig. 22 shows an illustration. Based on the clus-
tered network topology, the authors model the end-to-end
delay which is dominated by the movement time of MEs.
The end-to-end data latency consists of a loading time
and unloading time for an MDC and only loading time is con-
sidered for an MBS. The loading time is defined as the dura-
tion after a stop becomes unoccupied until an MDC or MBS
arrives. In addition, the unloading time is defined as the
time it takes an MDC to deliver data collected from sensors
in another cluster at a certain stop point. Finally, the distri-
bution of loading time, unloading time and the end-to-end
delay is analytically derived for both MBSs and MDCs. It
is concluded that changing the pre-assumed movement
policy or increasing the speed of MEs might produce better
performance than just adding more MEs in terms of end-
to-end delay reduction.

Connectivity with unconstrained ME count: When the
availability of MEs is not constrained and the damaged
spots are known, these MEs can simply serve as stationary
relays and connectivity is re-established in a centralized
manner by optimized relay node placement as discussed
in earlier in this section. However, if connectivity is to be
restored autonomously by the MEs without knowing
where the segments are, the problem becomes different
from its centralized counterpart. This recovery scenario
arises when the region of interest is not accessible due to
environmental conditions or security risks. In that case,
the MEs are either randomly dropped to the damaged re-
gion or get placed to an accessible part of the region, and
are then expected to self-organize to establish links be-
tween all segments. Obviously, if the initial batch of MEs
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Potential Mobile-Agent
Positions with a pre-assumed
movement policy

Geographically clustered
sensor network

Fig. 22. A WSN clustered around predetermined stop points which are presented as white circles [29].

is not sufficient for forming a strongly connected inter-seg-
ment topology, additional batches need to be deployed.
The MEs are often assumed to have onboard cameras that
that can be used to recognize the damaged area.

Game Theoretic has been exploited in [103] to orches-
trate the self-spreading process. Initially the MEs group
in the center of the area to form a connected inter-ME
topology. Two approaches are proposed to reposition the
MEs in order to reach the network segments and establish
a connected inter-segment topology. The first approach is
based on repelling forces and does not guarantee connec-
tivity. The inter-ME topology is stretched while maintain-
ing its connectivity until it reaches the isolated segments.
In return, each segment applies repelling forces to the
MEs so they eventually stop. Obviously this approach is
not efficient in terms of travel distance since all MEs move.
However, it provides a good coverage since the nodes are
spreading through the damaged area uniformly. The sec-
ond approach overcomes these shortcomings and guaran-
tees connectivity. In this approach, each ME computes its
pay-off based on the number of outgoing links. The on-
board cameras are used to estimate the node degree of
other MEs and calculate their pay-off. In this way, the ME
topology merges with the rest of the segments starting
with the one having the highest degree of connectivity.
Since only a limited number of MEs move, the total travel
distance can be reduced significantly.

A variant of the ME-based connectivity solution is con-
sidered in [22], where MEs are placed to act as mobile ac-
cess points in order to connect nodes in isolated network
segments through airborne units or satellites. The de-
ployed nodes usually do not have expensive radios for
long-haul communication and usually serve limited geo-
graphical areas. The limited communication range and
the occasional failure of nodes may result in partitioning
the network, leaving some nodes unreachable to some
others. To overcome such structural weaknesses in the
network, MEs are employed to interconnect isolated sub-
networks through an airborne relay, such as UAV or satel-
lite. An ME acts as an access point for the nodes in its
neighborhood. A similar idea is proposed in [105] to toler-
ate intermittent loss of connectivity.

MEs have also been used for maintaining and restoring
connectivity among blocks of nodes in underwater envi-
ronments [106]. Basically, in an underwater sensor net-
work link may be broken due to the drift or the failure of
nodes. To mitigate the negative effect on network connec-
tivity, multiple underwater unmanned vehicles (UUVs),
e.g., seabed crawlers, are utilized. While an UUV patrols,
it listens for transmissions from sensors and identifies void
regions in which no transmission is intercepted. When the
loss of a critical inter-sensor link is detected, the UUV stays
bridging the gap, as seen in Fig. 23. However, the proposed
algorithm does not handle large void areas which cannot
be covered by a single UUV and does not factor other
objectives such as responsiveness or energy efficiency in
the recovery process.

On the other hand, MEs have been used for collecting
data in an energy-efficient and reliable manner in cases
routes between different nodes of a network are not avail-
able. Although the proposed schemes in the literature are
not dealing with partitioning conditions caused by node
failures [104, 107-111], they can be easily extended to
reconnect disjoint segments. For example, in [107,108]
the authors have proposed energy efficient data collection
protocols in single-hop WSNs by employing data MULEs
which are capable of short-range wireless communication

/ \ = ~
;0 P \ “
\ / /"\\ \D \
/ VA
. A T
M > \ // /\\ .\~
N ’ \ ~ - / \\ + F

’

1)

AN 7/ \

1 ’
176 NI

Fig. 23. An UUV patrols to identify a critical region in which an inter-
sensor link is not available. The UUV stays in the area and bridges the
disconnected sensors during a predefined duration then it deploys an
additional sensor in the gap. The figure is from [106].
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and move in an uncoordinated manner to provide connec-
tivity in sparse WSNs. In addition [109-111] also propose
the data collection schemes which place MBSs such as
autonomous unmanned vehicles (AUVs) in order to pro-
long the network lifetime. Meanwhile, Ekici at al. [104]
have presented an algorithm for defining a tour that strives
to minimize the data loss rates due to buffer overflow for a
specific data generation frequency. However, the tour
length is not considered as an optimization metric in most
of these schemes.

5.5. Recovery using a mix of mobile and stationary relays

Some of the published connectivity restoration ap-
proaches exploit a hybrid solution that employs a mix of
stationary and mobile relays. The proposed algorithms in
this category consider the situation in which the number
of additionally populated relays is not sufficient to form
stable data paths among segments. Thus, some of the re-
lays take advantage of their mobility to establish intermit-
tent links in order to overcome the resource shortage. The
most popular optimization objective in this case is to min-
imize the tour length the relays that serve as MRNs. Some
approaches have considered reducing the data delivery la-
tency as well [112,113]. In addition, the number of relays
that can move has been considered as a constraint in the
recovery solution [114].

The design goal in [112] is to inter-connect multiple
segments in a damaged WSN with a limited number of re-
lay nodes while minimizing the average end-to-end delay
between every pair of segments. The proposed delay-con-
scious Federation of multiple wireless sensor network Seg-
ments using Mobile Relays (FeSMoR) algorithm opts to
achieve the minimal delay objective by exploiting relay
mobility at the periphery of the federated inter-segment
topology. FeSMoR operates in two phases. The first phase
forms the Euclidian Steiner Minimal Tree (ESMT) of seg-
ments by employing DORMS [85] which generates an in-
ter-segment topology that balances data traffic among
the segments. In order to meet the relay availability con-
straints, in the second phase FeSMoR identifies an edge,
part of an edge, or two intersecting edges in the formed
ESMT topology that require multiple relays and do serve
on the least number of inter-segment paths. On each of

these identified edges, multiple relays are replaced by a
single MRN until the number of employed relays matches
the available count.

Unlike FeSMOoR, the federation through touring of clus-
tered segment (ToCS) algorithm [113] aims at minimizing
both the maximum and average data delivery latency be-
tween any two segments. Minimizing the maximum la-
tency is achieved by balancing the travel load among the
populated MRNs. The approach is to form a simple star
topology using the available MRNs, where each MRN
serves a subset of the WSN segments. The algorithm is di-
vided into two phases. The first phase groups segments
into clusters so that the tour length of the individual MRNs
is minimized. Rendezvous points for the MRNs are deter-
mined for exchanging the carried data to be relayed to
the target segments. In the second phase the formed clus-
ters are further optimized so that the travel overhead is
balanced over all MRNs. The idea is to relocate the rendez-
vous points of the MRNs in order to equalize the tours. The
optimized tour length enables the MRNs to be synchro-
nized with each other with little waiting time, which, along
with the pursued star topology, helps in reducing the over-
all data delivery latency. Fig. 24 illustrates the second
phase of ToCS.

Both FeSMoR and ToCS assume a fixed number of MEs
and decide to keep some of them stationary and use the
rest as MRNs. A variant of the problem is considered in
[114] where the recovery is to be performed using [s sta-
tionary relays and I; MRNs. In other words, the mobility
of the available relays is constrained. The objective of the
proposed solution is to shorten the tour of the engaged
MRNSs. An algorithm that uses a Mix of Mobile and Station-
ary nodes for Inter-connecting a set of partitions (MiMSI) is
employed to achieve such an objective. MiMSI first forms a
highly connected inter-segment topology in terms of the
average node degree by applying FeSTA [93]. The SPs iden-
tified by FeSTA are grouped into Iy, clusters based on prox-
imity. Each of these clusters will be served by an MRN.
MiMSI then determines gateway SPs between every pair
of neighboring clusters. A gateway interfaces the relays
in its cluster to those in a neighboring cluster. Employing
FeSTA serves MiMSI well since the formed inter-segment
topology will be highly-connected and many of these gate-
ways can be found. After that, MiMSI opts to populate Is

Fig. 24. lllustrating the second phase of ToCS for the segment clusters generated in the first phase. (a) Rendezvous points Py is chosen for clusters Cy, k=1, 2,
3, 4. Gs is the central cluster. (b) During the first iteration, the rendezvous point P; is moved towards C;. A segment from C; is transferred to Cs. (c) P, is
moved towards C,. (d) At the end of first iteration, the tour length of the MRN serving Cs exceeds the overall average for all clusters. (e) After multiple

iterations the tours of all MRNs are balanced.
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stationary relays at the positions where a gateway will be
located for connecting two adjacent clusters. If the number
of identified gateways (g) is less than Is, the remaining re-
lays are used to reduce the travel paths for MRNs. On the
other hand, when g exceeds Is, MiMSI drops (g — Is) gate-
ways and extends the boundary of corresponding clusters
to overlap. Finally, MiMSI strives to find a tour path along
which an MRN visits the segments and populated relays by
using a convex hull of the nodes in the cluster and its cen-
ter of mass. The optimization of the found path is per-
formed differently depending on the relative positions of
convex-nodes and non-convex nodes as seen in Fig. 25,
which is redrawn from [114].

Table 4 provides a comparative summary of the ME-
based recovery algorithms.

6. Future research issues

While a significant research has been done on topology
management techniques to restore connectivity in parti-
tioned WSNs, there are several directions that need further
exploration. The following are some open research prob-
lems that warrant additional investigation, grouped based
on the recovery methodology.

6.1. Recovery through node repositioning

e There is no work which can restore k-connectivity of a
k-connected WSN in a distributed and efficient manner.
Restoring k-connectivity through a generic algorithm
that will work for any given k is certainly an interesting
research direction.
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o In Underwater Wireless Sensor Networks (UWSN), the
nodes are prone to failures more than terrestrial WSNs
due to corrosion and fouling. Therefore, UWSN may
get partitioned and some of the nodes may not be able
to communicate with one another and with the sur-
face station. Exploiting controlled mobility to restore
the connectivity in such 3-D networks is very
challenging.

e The robustness of the failure detection and tolerance
can be enhanced when cross-layer techniques are lever-
aged. For example, distinguishing node and link failures
is often difficult and may trigger many false alarms for
node movement. A combined link and network layers
methodology can significantly reduce the frequency of
false positives. Exploiting cross-layer techniques for
fault tolerance is not a sufficiently explored area of
research.

e In addition to link/node failure detection, partition
detection is also part of connectivity recovery schemes
that may affect the overhead. Most of the published
studies focus on the recovery by assuming the impact
of the failure is determined. In fact, there are not algo-
rithms which can determine the scope of the failure in
a distributed manner. In addition, existing node failure
detection algorithms need to be improved or re-
designed to boost their accuracy.

e The handling of security concerns when dealing with
node failures is a tough and unexplored area of
research. Security association, trust, and node vulnera-
bility can constrain node placement/repositioning and
thus complicate the recovery significantly.
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Fig. 25. Illustrating how MiMSI optimizes a tour path; (a) shows how to identify the data pickup points for more than two MRN stops, (b) and {(c),(d)}
shows the optimization of the MRN route for convex nodes and non-convex nodes respectively. The figure is from [114].

Table 4
Comparison among topology repair algorithms employing mobile entities.
Paper Employed node type Secondary performance objectives (In addition to providing Constraint
connectivity)
[99] MDC Minimizing a tour path Number of MDCs (k)
[100] MRN Modeling data delivery in disconnected network, Studying the Number of MRNs (K)
effect of the end-to-end delay
[29] MRN, MDC, and MBS Modeling data delivery in disconnected network, Studying the Number of mobile entities
effect of the end-to-end delay
[106] MRN (Underwater Unmanned Maintaining or enhancing connectivity Underwater
Vehicles)
[114] A mix of stationary and mobile Minimizing a tour length, Minimizing the maximum and average Number of stationary and
relays data delivery delay mobile relays
[112] [113] A mix of stationary and mobile Minimizing a tour length, Minimizing the maximum and average Number of deployed relays

relays

data delivery delay
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In most of the published approaches, nodes are
assumed to be able to move freely in a terrain-friendly
environment and no error is assumed in determining
the node locations. The effect of navigation and localiza-
tion errors on the performance of recovery approaches
is yet to be assessed.

Recovery approaches that exploit node repositioning
have been mostly evaluated via simulation. Testbeds
need to be developed to validate the practicality and
capture the performance under more realistic condi-
tions and scenarios. Use of robots or other mobile nodes
will help point out subtle issues that can be simulators
cannot unveil.

6.2. Relay placement

In general, the relay placement problem for UWSN
poses different challenges due to 3-D environment.
Minimizing relay count and determining their locations
for establishing network connectivity will still be the
main issues for tolerating node failure. However, factor-
ing in the line-of-sight and none-line-of-sight links
[115] would expand the design space and complicate
the optimization. In other words, instead of designing
the placement approaches to work with individual 3-
D locations, a range of locations need to be considered
so that the effect of movement due to currents and
waves can be handled.

While a number of published studies have employed
MEs for connecting disjoint network segments, many
research questions are left unanswered, in particular,
how to determine the optimal ME count and how to
coordinate their motion for optimal performance.

The use of MEs to tolerate node failure has been mostly
limited to mitigating the loss of connectivity. More
research is needed to consider the possibility of having
heterogeneous set of network parameters such as vari-
ous sensing types, different inter-segment and intra-
segment QoS requirements, etc. Factoring in these
parameters in the recovery process make the topology
restoration problem more challenging.

Distributed unsupervised placement of ME is another
interesting open area of research. For instance, in case
a certain region is susceptible to threats or major dam-
age, a set of MEs can be placed or dropped at the bound-
ary. When a failure is detected, these MEs are to
collaborate on restoring connectivity with the least
movement. They may have limited or no information
about the partitions into which the network is split.

7. Conclusion

In many applications, WSNs operate in inhospitable set-

ups, e.g., battlefield, and the nodes becomes subject to in-
creased risk of getting damaged. Furthermore, nodes are
equipped with small batteries and their operation ceases
upon depleting their onboard energy supply. The failure
of nodes may not only impact coverage and data fidelity
but also can cause the network to be divided into disjoint
blocks of nodes. The latter can lead to major degradation
of the WSN functionality since the failure may prevent data

exchange and hinder coordination among subset of nodes.
In this paper, we have analyzed the impact of node failures
on the connectivity of WSNs and categorized popular net-
work topology management techniques for fault recovery.
The scope of the problem has been classified based on the
multiplicity of failed nodes and the simultaneity of the fail-
ure. Published recovery solutions have been categorized
into precautionary, that are performed before a failure
takes place, and reactive where the network deals with a
failure only when it is detected. A summary of published
schemes under these categories has been provided. Within
each category, further analysis has been made to highlight
the different features. Based on these features, the advan-
tages and disadvantages of the recovery approaches have
been discussed. The paper also enlists a number of open is-
sues, unexplored ideas and variants of the recovery prob-
lem that warrant further investigation.
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