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CS 2310 – Multimedia Software Engineering 

Exercise 4 

In this exercise I present a multimedia functional database for a personal healthcare system.  This 

system allows a user (senior citizen) to access a variety of multimedia documents using gestures.  The 

Kinect interface is used to read in these gestures, these gestures are mapped into the space of gesture 

language, and translated into a query that will ultimately give the user the result he was looking for. 

For the course of this exercise, we will assume that the system can recognize three basic gestures, each 

corresponding to an action.  These three gestures are as follows: 

Gesture Short Meaning Further Description 

Touch hand to mouth Food 
The user would like someone to 

deliver them groceries 

Hold hands in front (like on a 
wheel) 

Drive 
The user would like to go 

somewhere, and is requesting a 
car service 

Wave hand in air Help 
The user is sick or has some 
other emergency, and needs 

help right away 

 

Within the system, each of these gestures is part of a gesture library that the Kinect can recognize.  In 

addition, there also needs to be a database of commands that the personal health system can act on 

and the corresponding actions, contact people, etc. for each of these.   Commands is a relation that 

includes the attributes action (the actual action that needs to be taken, for example, call, visit, etc) and 

gesture, among other things like the contact person (who needs to be told to do the action).  Gestures 

are most likely recorded as BLOBs.  You can imagine that other multimedia documents, and therefore 

BLOBs, could also be attributes of command – for example, if there was a video monitor set up in the 

user’s house, the system, on receiving a command, could play a video telling the user that the gesture 

had been received and what they should do.  This could be something simple like “your groceries will 

arrive in ___ minutes” or in the case of a help command a video telling them to remain calm because 

help was on the way. 
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Let us assume that the Kinect interface uses a similarity metric GESTURECODE to determine the 

similarity of two gestures, most likely by measuring different coordinates of objects in its viewing scope 

and comparing them across the two gestures.   There is also a similarity measure for the action; though 

this is much more straight-forward and the actions are probably from a small set and can be compared 

for equality directly, we will refer to this as ACTIONCODE. 

GESTUREGESTURECODE(t1)  ACTIONACTIONCODE(t2) 

Because this relationship exists, there is a type-M dependency between action and gesture.  You can 

imagine that our database of actions will include multiple examples of possible realizations of the 

gesture “food”, for example, so that if multiple people do it a little differently there is more to compare 

it too. 

The following are IC cards, used to describe the patterns in the system:  
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Card two obviously includes a lot of work – the system must use the similarity metrics GESTURECODE to 

compare the given gesture with ones in the gesture database, thereby getting the correct action (and 

thus, command) that needs to be issued by the system.  This involves a lot of calculations and working 

together by different components of the system. 
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These cards can be arranged in a hierarchy, as so: 

 

1. Receive Gesture 

2. Translate Gesture to Action 

3. Food 

4. Drive 

5. Help 


