Milestone 2

Group 7

Taylor Holmes – tth6@pitt.edu
Victor Powell – vicapowell39@gmail.com
Scenario

An actor wants to interact with sound, from a simple tone to a full song recording, and can distort or otherwise alter the typical playback using hand gestures.
Demo
Once a user is recognized by the Kinect, he will gesture to load a sound file from a menu.  The user will then use various gestures to manipulate the playback.  Supported actions are: play, pause, fast forward, rewind, stop, and volume and pitch manipulation.
Reusable Components

We will register callbacks with GestureRecognizer, which will abstract Kinect.  Our component will be a subclass of Machine.

SoundControl will handle the playback of audio through gestures.
Tentative Schedule

By April 10 – have sound playback working with mouse/kb interface

By April 14 – replace mouse/kb commands with gesturing

By April 20 – extra time

April 21 – final demo of SoundControl
