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The problem

We want to use Kinect to control external device like robots.

The context

We have a Kinect as input, a computer to process the input and a robot to be controlled. Kinect has a color and infrared ray camera, which can read the video stream and also the depth frame.

Computer can connect to the Kinect, read the data from Kinect then control the robot.

Robot can receive instructions from the computer, including move forward/backward/left/right, turn right/left and stop.

The solution

We can use the depth frame to do the gesture recognition. Then user can stand in front of the Kinect to control the robot using different gesture. Computer will process those depth frames that send from the Kinect, use special algorithm to detect what kind of gesture is performing, and then send the instruction to the robot. Robot will behave differently according to different instructions it receive.
Reusable Component

Kinect

GestureRecognizer

BodyInfo

Demonstration
· Connect to the Robot and a Kinect through a GUI Dialog

· A person stands in front of the Kinect to be captured and tracked by the device
· That person can start by putting both his/her hands up and down to start the robot

· That person can start testing by pointing to right, so the robot will go right.
Point to left, the robot will go left

Point forward, the robot will go forward
