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a) Scenario – 
Scenario 6: Second fight between our hero and the Snakeman (Act 7)

The hero tries to activate a safety valve (?) on the wall (screen), while the Snakeman is doing its best to prevent that from happening, with visual effects.
In this project, software components will be developed which will use a Microsoft Kinect to control the obfuscation of a displayed image through gestures of the hands and/or body. This will be applied to the above scenario, in which a safety valve must be hidden. By motioning toward the screen, smoke, etc. can be generated to hide the displayed object.
b) Steps For Project Demo –

· The Snakeman will use gestures to control smoke that will cover the safety valve on a screen
· The Kinect Device will be used to get the gesture data

· The Gesture Recognizer will be used to track the Snakeman’s hand motion
· The Scene Drawer will be used to draw the smoke on an image

c) Reusable Components  – 
Gesture Recognizer – We will create this component which will tie together the 3 main gesture generation components from OpenNI. This component will handle the initialization and setup of the generators, as well as provide a simplified interface through which gesture related callbacks can be registered.  This will alleviate the need to re-write initialization code in each application and will provide a simple API which will clean-up gesture-related application code. Another primary benefit is that any modification or extensions that need to be made related to the gesture generators can be made within a single module. 
Scene Drawer – We will provide this component which will use the depth metadata from the OpenNI generators to draw the 3D depth map in an OpenGL context. The rendering code will be largely based on demo code from OpenNI and will be extended to allow additional features (such as displaying text ). 

Kinect  – We will use this component (from Group 5) to get the raw data from the Kinect device, which will be used by our Gesture Recognizer.  
d) Additions to Components – 

Scene Drawer – Since we need to render smoke in response to gestures, we will extend this component so that we can draw at a point (XnPoint3D).  
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