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DOE Mission Components

(from DOE Strategic Themes)

ÅEnergy Security
ïPromoting Americaôs energy 

security through reliable, 
clean and affordable energy

ÅNuclear Security
ïEnsuring Americaôs nuclear 

security

ÅScientific Discovery and 
innovation
ïStrengthening Americaôs 

scientific discovery and 
economic competitiveness, 
and improving Americaôs 
quality of life through 
innovations in science and 
technology
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Organization 

FY09: $4.8B

ARRA: $1.6B

FY10 (Req): $4.9B

FY09: $368M

ARRA: $157M

FY10 (Req): $409M
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Vision

-- Advanced Scientific Computing Research --

Å Deliver Petascale Science Today
ï Continue to make the Leadership Computing Facilities available to the very best science 

through Innovative and Novel Computational Impact on Theory and Experiment (INCITE).

ï Continue to work with Pioneer Applications to deliver scientific results from day one.

Å Build the Intellectual Foundation for the Future
ï Continue to nurture ï

Å World class mathematics and computer science research efforts

Å Applications critical to DOE missions through Scientific Discovery through Advanced 

Computing (SciDAC).

ï Provide direct support for ñbleeding-edgeò research groups willing to take on the risk of working 

with emerging languages and operating systems.

ï Foster innovative research at the ever blurring boundary between Applied Mathematics and 

Computer Science.

Å Realize the Promise of Extreme Scale
ï Work with key science applications to identify opportunities for new research areas only 

possible through extreme scale computing.

ï Support innovative research on advanced architectures and algorithms that accelerates the 

development of hardware and software that is well suited to extreme scale computational 

science.
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ÅBreak new ground in science:
ïSciDAC: Deliver computational tools and 

techniques to advance DOE-science through 
modeling and simulation

ïMultiscale mathematics: Discover methods and 
algorithms to fully-describe understanding of nature 
over vast scales of time and space. 

ÅProvide knowledge and foundational tools:
ïApplied Mathematics: Develop algorithms for 

solving complex, mission-relevant science  
problems. Understand the mathematics that 
underlies prediction.

ïComputer Science: Facilitate the use of emerging 
Leadership-scale computing resources. Understand 
the implications of new computing architectures. 
Develop  tools to extract meaningful information 
from peta-byte data sets

ïNext Generation Networking for Science:
Understand the management and performance of 
federated 100 gbps networks. Enable 
geographically  distributed research teams to 
collaborate- share data, assess results, plan and 
conduct experiments.

Research Strategy

ASCR
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Facilities Strategy

ASCR

Å Provide the ToolsïHigh-End Computing

ï High-Performance Production Computing -
National Energy Research Scientific 
Computing Center (NERSC) at Lawrence 
Berkeley National Laboratory

ÅDelivers high-end capacity computing to 
entire DOE SC research community

ï Leadership-Class Computing ïLeadership 
Computing Centers at Argonne National 
Laboratory and Oak Ridge National 
Laboratory 

ÅDelivers highest computational capability 
to national and international researchers 
through peer-reviewed Innovative and 
Novel Computational Impact on Theory 
and Computation (INCITE) program 
(80% of resources)

Å Invest in the Future - Research and 
Evaluation Prototypes 

Å Link it all togetherïEnergy Sciences 
Network (ESnet)
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SciDAC Roadmap

-- 2000 --

ÅCreate 
ïa new generation of 

Scientific Simulation 
Codes

ïMathematical and 
Computing Systems 
Software

ïCollaboratory Software 
Environment

Supported by upgrades to ASCRôs Scientific Computing 

Infrastructure
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Computing/

Networking

Applications

Scientific 

Discovery

Leadership Computing-

ANL
556 TF IBM BG/P

Leadership Computing-

ORNL
263 TF  Cray XT4          1 PF Cray XT5

Production Computing-

NERSC
104 TF  Cray XT4         ~360 TF Cray XT4                                     

ESnet
On path toward Dual rings 40Gbps/ 10 Gbps fault 

tolerant

SciDAC 2
2006 to Present

- Centers for Enabling Technology

- Scientific Applications Partnerships - Institutes (University-lead)

- Accelerator science and simulation - Astrophysics

- Climate modeling and simulation - Computational Biology

- Fusion science - High-energy physics

- Petabyte high-energy/nuclear physics - Materials science and chemistry

- Nuclear physics - QCD

- Radiation transport - Turbulence

- Groundwater reactive transport modeling and simulation
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SciDAC 1 vs SciDAC 2
Funding

Total- $57.3 M

SciDAC 1 
(2001)

SciDAC 2 
(2009)

Total- $79.9 M

ASCR

BER

BES

HEP

NP

FES

NNSA

NSF
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SciDAC Review

Highlighting Scientific Discovery and

the Role of High End Computing

A Premier Outreach Magazine



Extreme Scale Computing

Goal: Advance the Departmentôs Science and Energy Missions through 

modeling and simulation at the extreme scale  by the end of the next 

decade

ÅProvide up to 1,000x more powerful computing resources to

ÅAdvance scientific frontiers

ÅFully understand National & societal problems, their 

consequences, solutions and guide policy decisions

ÅBuild from ASCR innovations and successes

ÅLeadership Computing

Å INCITE

ÅSciDAC

ÅTown Hall Meetings- 2007

ÅExtreme scale workshop- 2008 - 2010

12


