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A Energy Security

I Promoting Americ
security through reliable,
clean and affordable energy

A Nuclear Security

I Ensuring Ameri ca
security

A Scientific Discovery and
Innovation

I Strengthening An
scientific discovery and
economic competitiveness,
and I mproving Americaoos
qguality of life through
Innovations in science and
technology
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Vision

-- Advanced Scientific Computing Research --

A Deliver Petascale Science Today

i Continue to make the Leadership Computing Facilities available to the very best science
through Innovative and Novel Computational Impact on Theory and Experiment (INCITE).

i Continue to work with Pioneer Applications to deliver scientific results from day one.

A Build the Intellectual Foundation for the Future

i Continue to nurture i
A World class mathematics and computer science research efforts
A Applications critical to DOE missions through Scientific Discovery through Advanced
Computing (SciDAC).
i Provide direct sepgpeoeotr éveanbhegdowmmgs willing
with emerging languages and operating systems.

i Foster innovative research at the ever blurring boundary between Applied Mathematics and
Computer Science.

A Realize the Promise of Extreme Scale
i Work with key science applications to identify opportunities for new research areas only
possible through extreme scale computing.

i Support innovative research on advanced architectures and algorithms that accelerates the
development of hardware and software that is well suited to extreme scale computational
science.
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A Break new ground in science:

SciDAC: Deliver computational tools and
techniques to advance DOE-science through
modeling and simulation

Multiscale mathematics: Discover methods and
algorithms to fully-describe understanding of nature
over vast scales of time and space.

A Provide knowledge and foundational tools:

Applied Mathematics: Develop algorithms for
solving complex, mission-relevant science
problems. Understand the mathematics that
underlies prediction.

Computer Science: Facilitate the use of emerging
Leadership-scale computing resources. Understand
the implications of new computing architectures.
Develop tools to extract meaningful information
from peta-byte data sets

Next Generation Networking for Science:
Understand the management and performance of
federated 100 gbps networks. Enable
geographically distributed research teams to
collaborate- share data, assess results, plan and
conduct experiments.

Research Strategy
ASCR
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A Provide the Tools i High-End Computing

I High-Performance Production Computing -
National Energy Research Scientific
Computing Center (NERSC) at Lawrence
Berkeley National Laboratory

A Delivers high-end capacity computing to
entire DOE SC research community

I Leadership-Class Computing i Leadership
Computing Centers at Argonne National
Laboratory and Oak Ridge National
Laboratory

A Delivers highest computational capability
to national and international researchers
through peer-reviewed Innovative and
Novel Computational Impact on Theory
and Computation (INCITE) program
(80% of resources)

A Invest in the Future - Research and
Evaluation Prototypes

A Link it all together i Energy Sciences
Network (ESnet)

Federal Plan
for High-End
Computing

Report of the

High-End Computing
Revitalization Task Force
(HECRTF)

wilfisne
R <0 ¥ R

World’s Most Powerful Computer.
For Science!
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Scientific Simulation B
C O d e S Advanced Computing

I Mathematical and e
Computing Systems

Software

I Collaboratory Software
Environment

Supported by upgrades to ASCF
Infrastructure
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2006 to Present

Office of Science

Scientific
Discovery
- Accelerator science and simulation - Astrophysics
. . (q\| - Climate modeling and simulation - Computational Biology
Applications - Fusion science - High-energy physics
O - Petabyte high-energy/nuclear physics - Materials science and chemistry
<E - Nuclear physics -QCD
0N - Radiation transport - Turbulence
G - Groundwater reactive transport modeling and simulation
) ——m—mmmmmmm—mmm—mm————————— -
- Centers for Enabling Technology
- Scientific Applications Partnerships - Institutes (University-lead)
S Leadership Computing- 556 TE IBM BG/P
= ANL
(&)
o Leadership Computing-
| = e 263 TF Cray XT4 —» 1 PF Cray XT5
Computing/ i 9 duction ¢ _
Networking S Production Computing- 404 1F cray XT4 —» ~360 TF Cray XT4
> u NERSC
On path toward Dual rings 40Gbps/ 10 Gbps fault
ESnet
tolerant
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U.S. DEPARTMENT OF

ENERGY SciDAC 1 vs SciDAC 2

Office of Science Fundi ng
SciDAC 1 SciDAC 2
(2001) (2009)

B ASCR
B BER
OBES
B HEP
O NP

B FES
B NNSA
B NSF

Total- $57.3 M Total- $79.9 M
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A Premier Qutreach Magazine SClDAC
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SIMULATING THE INACCESSIBLE, DISCOVERING THE UNKNOWN

SciPDA

REVIEW
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Highlighting Scientific Discovery and
the Role of High End Computing
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Goal: Advance the Departmentos Sci e
modeling and simulation at the extreme scale by the end of the next
decade

AProvide up to 1,000x more powerful computing resources to
A Advance scientific frontiers
A Fully understand National & societal problems, their
consequences, solutions and guide policy decisions

ABuild from ASCR innovations and successes
A Leadership Computing
A INCITE
A SciDAC
A Town Hall Meetings- 2007
A Extreme scale workshop- 2008 - 2010
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