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Abstract

As microprocessors become increasingly intercon-
nected, the power consumed by the interconnection network
can no longer be ignored. Moreover, with demand for link
bandwidth increasing, optical links are replacing electrical
links in inter-chassis and inter-board environments. As a re-
sult, the power dissipation of optical links is becoming as
critical as their speed. In this paper, we first explore op-
tions for building high speed opto-electronic links and discuss
the power characteristics of different link components. Then,
we propose circuit and network mechanisms that can realize
power-aware optical links – links whose power consumption
can be tuned dynamically in response to changes in network
traffic. Finally, we incorporate power-control policies along
with the power characterization of link circuitry into a de-
tailed network simulator to evaluate the performance cost and
power savings of building power-aware opto-electronic net-
worked systems. Simulation results show that more than 75%
savings in power consumption can be achieved with the pro-
posed power-aware opto-electronic network.

1 Introduction

Computer systems are increasingly composed of
subsystems connected with an interconnection network fabric
– such as clusters of PCs, servers composed of compute and/or
storage blades, supercomputers built from boxes and boards of
microprocessors. Due to tight cooling budgets, power is be-
coming the key constraint limiting scalability in these systems.
With link circuitry consuming a significant portion of the sys-
tem power budget (60% of the line card power budget in the
Avici TSR router [4], and 70% of the switch power budget in
the IBM InfiniBand 8-port 12X switch [6]), there is a clear in-
centive to focus on improving the power efficiency for this part
of the system.

As bandwidth demands increase, opto-electronic
links are becoming the de-facto interconnect between boxes,
and moving into the board-to-board domain as well. While an
optical link enables high bit rates, it does not ease the power
consumption problem, prompting companies and researchers
to find ways to reduce power in optical links [22]. In this pa-
per, we investigate a power-aware architecture that uses power-
control policies to dynamically control the bit rate and power
consumption of opto-electronic links.

Power-aware networks that regulate their power
consumption in response to actual traffic utilization were first
proposed in [24], which explored the use of dynamic voltage
scalable (DVS) electrical links in networks, with routers con-
trolling and setting the link bit rates. Since then, there have
been various studies on power-aware networks – exploring the
impact of DVS on on-chip interconnects’ transmission energy

and bit error rate [30], exploring power-aware networks where
electrical links are turned completely on and off [26], inves-
tigating the control of DVS links in clusters of workstations
through routing table reconfiguration [11]. These prior works
focused on network design, exploring different policies for the
controlling of the power-aware network, glossing over the cir-
cuit design issues of a power-aware link, and its impact on the
control policy and the overall network architecture.

The motivation to explore the possibility of design-
ing power-aware opto-electronic network systems is two fold.
First, as with electrical links, opto-electronic links consume
significant power, and have a power profile that does not vary
significantly with actual utilization, so the interconnection fab-
ric in these systems can consume high power even when the
system is lightly-loaded. Second, since real-life network traf-
fic exhibits substantial temporal and spatial variance [14, 26],
opto-electronic networks that can regulate their own power
consumption at run-time by tuning their bit-rate and supply
voltage with respect to network traffic stand to gain significant
power savings.

In this paper, we explore the design space of power-
aware opto-electronic networks from the bottom up, first in-
vestigating ways to incorporate run-time power-control into
each component of a link, understanding the limits, then de-
signing and architecting a complete power-aware networked
system with routers that dynamically control the power con-
sumed by the opto-electronic links. Section 2 dives into the
various components of an opto-electronic link to show how
each works, their power characteristics, and ways to incorpo-
rate power-control into each component. Section 3 presents a
complete power-aware opto-electronic network design, which
differs from traditional network design in both topology as
well as router microarchitecture. To evaluate this design, net-
work simulations are run using both synthetic and actual traffic
traces. The simulation setup and results are shown in Section 4.
Section 5 concludes the paper and discusses our next steps in
prototyping the proposed system. This paper is the result of a
collaborative effort between optics, electronics, and networks
researchers to make power-aware opto-electronic networks a
reality.

2 Power-aware opto-electronic link design

Fig. 1 presents the overall architecture of a typi-
cal opto-electronic link. First, at the link transmitter, serial-
ized electronic data forms the input to the electrical modula-
tor driver which generates the respective voltage signals corre-
sponding to 1s and 0s, controlling the modulator to switch the
light from the laser source “on” and “off”. The modulated op-
tical signal is then transmitted to the receiver through an optical
fiber. At the receiver, this optical signal feeds a photodetector
which converts the optical bit stream back into electrical cur-
rent signals. These current signals are then transformed into an
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amplified voltage signal via a transimpedance amplifier (TIA).
Finally, the clock and data recovery (CDR) circuit tracks the
amplified voltage signal and extracts the digital 1s and 0s.

In the subsequent subsections, we outline design
considerations for applying dynamic power control mecha-
nisms to an opto-electronic link. For each link component,
we first explain how it works, characterize what affects its
power dissipation, then propose ways to incorporate dynamic
power-control for a power-aware network system. Our pro-
posals for incorporating power-control into opto-electronic
links build upon prior research of variable-frequency electronic
links [28, 12]. Essentially, there are two ways of realizing
power-awareness – controlling just the link bit rate, or con-
trolling both bit rate and supply voltage, with respect to the
network traffic. We’ll discuss the implications of these alter-
natives for every link component.

2.1 Transmitter: Laser source and modulator

There are two basic alternatives for implementing
the light source opto-electronic links used in board-to-board
and box-to-box networks: (1) Vertical cavity surface emitting
lasers (VCSELs), where light is generated on chip and directly
modulated by electrical drive currents; (2) An external laser
source housed in a separate chassis, feeding the hundreds to
thousands of transmitters within the system, with multiple-
quantum-well (MQW) modulators [16] that switch light “on”
and “off” based on electrically driven signals.

2.1.1 Transmitter: Directly modulated VCSELs &
driver

Operation. VCSELs are controlled electronically – when the
input driving current is above a certain threshold (Ith) the VC-
SEL is stimulated and it emits light. At high bit rates, this
threshold not only affects light generation, but also the time
required for the stimulated emission to stabilize [16]. There-
fore, a VCSEL is usually constantly biased at a current above
this threshold (Ibias). The VCSEL driver modulates the driv-
ing current to the VCSEL based on the input bit patterns, so
that the driving current, I , is Im + Ibias (Im is the modulation
current) for bit 1, and just Ibias for bit 0. The VCSEL then
converts 1s and 0s into high and low light intensities, respec-
tively.

The design of the VCSEL driver can be quite sim-
ple. As shown in Fig. 2, it simply consists of a string of cas-
caded inverters, where the size of each inverter is β (a constant
factor typically between 3 and 4) times the size of the previous
one to control the propagation delay, when driving a large load.
Power characteristics. The power consumption of a VCSEL
hinges on the threshold current, as that is the minimal fixed
power consumption regardless of activity or the transmitted bit
patterns. Once biased above the threshold, the emitted optical
power of a VCSEL, Pe, grows linearly with the driving current,
I:

Pe = S · (I − Ith) (1)

where Ith is the threshold current, and S is the slope efficiency
that defines the conversion ratio in Watts/Amps.

When assuming equal probabilities of 1s and 0s, the
power consumption by a VCSEL is:

PV CSEL = [Ibias + Im/2] · Vbias (2)

where Ibias + Im/2 is the average driving current.
For the VCSEL driver, dynamic power is consumed

to charge/discharge the capacitance of the inverter chain for

every data transition. We can model the driver power as:

PV CSEL driver = α1 · CLD · V 2
dd · BR (3)

where α1 is the switching efficient (the probability of bit tran-
sitions) of the input data stream, BR is the bit rate of the link,
and CLD is the total switched capacitance (the sum of the ca-
pacitance within the laser driver and the gate capacitance of
NMOS N1).
Dynamic power control. The electrical laser driver’s power
can be dynamically controlled through bit-rate and voltage
scaling, its power consumption has a scaling trend close to
V 2

dd · BR. However, power control of the laser driver has an
effect on the VCSEL’s output light intensity. Scaling of its Vdd
along with bit rate affects Im to VCSEL. With fixed Vbias, the
scaling of Im with voltage controls VCSEL’s power consump-
tion as shown in Eq. 2 and output light intensity.

2.1.2 Transmitter: External laser source with MQW
modulator

Operation. In this scheme, the laser source is housed sep-
arately from the system, in an external chassis, with its own
power supply and cooling [21]. Light is directed from this cen-
tral laser source to the transmitters at each link of the system
through optical fibers. Since the maximum optical power (the
light intensity) required for each link is only tens or hundreds
of µW (25 µW at receiver for 10 Gb/s link) , a typical mode-
locked laser can support up to hundreds or even thousands of
links [20]. So, optical power (light) can be split and distributed
to each link using static optical power splitters, such as fused-
fiber optical couplers [17], which introduce very low insertion
loss (a maximum of 13.6dB for 1 to 16 splitting)1.

At each link transmitter of the system, a multiple-
quantum-well (MQW) modulator receives light from the exter-
nal mode-locked laser. Based on the electrical voltage applied
to the modulator, which is controlled by the modulator driver,
the modulator absorbs the light (for data value 0 – “off” state),
or allows light to passes through (for data value 1 – “on” state).
A MQW modulator is characterized by its capacitance, inser-
tion loss (IL) and contrast ratio (CR), where insertion loss is
the amount of optical power that is lost upon passing through
the modulator for “on” state, and contrast ratio is the ratio of
the optical power that passes through the modulator for the
“on” and “off” states.

The modulator driver amplifies the serialized signal
to drive the modulator. The simplest driver can be a string
of cascaded inverters as shown in Fig. 2 which is similar to
the inverter chain for VCSEL driver. For input data 0, voltage
applied to modulator is Vbias, for bit 1 voltage applied to the
modulator is Vbias − Vdd. A large Vdd is desirable for a high
contrast ratio.
Power characteristics. Given that the laser source is external
to the network system, we assume that its power is not part
of the system’s power budget, nor contributes to its cooling
costs. In this transmitter scheme, we ignore the laser’s power
consumption and only characterize the power dissipated by the
modulator driver and the modulator.

Power dissipation in the modulator is due to the ab-
sorbed optical power. The modulator dissipates more power
in the “off” state, because much more light is absorbed. Eq. 4

1Insertion loss refers to the amount of light lost as a result of splitting. For
instance, a 10% insertion loss indicates that 10% of the optical power is lost
through splitting, so if the original optical power is 0dB, the resulting optical
power after 1 to 16 splitting is -12dB.
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Figure 2. Alternatives for laser source and modulators. (a) An external laser source with an on-chip MQW modulator. (b) A directly
modulated VCSEL laser source.

shows the average power assuming the same probability of 1s
and 0s.

Pmodulator = 0.5·Rs ·PI ·[IL·(Vbias−Vdd)+(1− 1 − IL

CR
·Vbias)]

(4)
where Rs is the conversion efficiency from optical power to

electrical current, PI the input optical power, Vbias the bias
voltage, and Vdd the supply voltage.

Again, modulator driver’s power consumption is
due to the charging/discharging of capacitances in the inverter
chain. The maximum output voltage swing corresponds to the
supply voltage, so total power dissipation can be approximated
as:

Pmodulator driver = α2 · Cmd · V 2
dd · BR (5)

where α2 is the switching efficiency (probability of bit transi-
tions) of the input data stream, BR is the bit rate of the link,
and Cmd is the total capacitance it drives (the sum of the ca-
pacitance of the driver and the modulator).
Dynamic power control. The modulator can be made power-
aware by varying the light intensity delivered to each link by
inserting a tunable attenuator after the splitter output for each
link.

The electrical modulator driver can also be made
power-aware through bit-rate scaling. While scaling the sup-
ply voltage with bit rate offers additional power savings, that
would reduce the voltage swing to the modulator. This reduc-
tion degrades the contrast ratio [7] making it harder to detect
the data at the receiver. Due to the already low supply voltage
levels, we opt to keep the supply voltage for modulator driver
fixed. So, the power consumed by the modulator driver only
scales with bit rate.

2.2 Receiver design

At the receiver, as shown in Fig. 1, the photode-
tector accepts the light and converts the optical bit stream
back into electrical current signals, which are then transformed
into amplified voltage signals by the transimpedance amplifier

(TIA). Finally, the clock and data recovery (CDR) circuit tracks
the amplified voltage signal and extracts the digital 1s and 0s.
We explain the operation and real-time power-control of these
components in detail in the following subsections.

2.2.1 Receiver: Photodetector

Operation. The photodetector converts the optical signals
into photon-current. To guarantee an acceptable bit error rate
(BER) (typical BER for inter-chassis and inter-board links is
10−12), a minimum amount of optical power is required by
the detector, defined as the receiver sensitivity (Prec). Higher
bit rates require higher receiver sensitivity to achieve the same
BER.
Power characteristics. The detector dissipates power as it ab-
sorbs photons to generate current. The average power dissipa-
tion is shown in Eq. 6 [10]:

Pdetector = Prec · q

hν
· Vbias · CR + 1

CR − 1
(6)

where q is the charge of an electron, h is Planck constant, ν
is the optical frequency, and CR the optical intensity contrast
ratio for bit 1 and 0. Vbias is the bias voltage to the photode-
tector.
Dynamic power control. Given that the photodetector’s
power dissipation is much lower than other components
(<1mW [10]), no additional power control mechanisms are
considered.

2.2.2 Receiver: Transimpedance amplifier (TIA)

Operation. The TIA typically consists of an internal common-
source amplifier with a feedback impedance Rf as shown in
Fig. 1. It transforms the photon current (Ip) from the detector
to a voltage swing Ip · Rf . It works well up to a maximum
bit rate (BRmax), which is regulated by the bias current of the
internal amplifier [1]:

Ibias = c · BRmax (7)

where c is a constant for a given TIA implementation.
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Power characteristics. The power consumption for TIA de-
pends on the bias current (Ibias), photon-current (Ip) and dark
current (Id) of the photo-detector [1]. However, as the power
incurred by the photon-current (less than 100µA) and dark cur-
rent (several nA) are negligible [10], compared to the total TIA
power consumption (around hundreds of mW) [1], the power
consumed by TIA can be simplified as in Eq. 8:

PTIA = Ibias · Vdd = c · BRmax · Vdd (8)

Dynamic power control. When the bit rate scales down, the
maximum affordable bit rate BRmax can be reduced by the
same degree. Thus, the bias current can scale with the bit-
rate by tuning the supply voltage as the bias current has an
almost linear relation to the supply current [19]. Then, the
TIA’s power scales with Vdd · BR. Another benefit is that the
TIA output voltage swing Ip · Rf can be smaller when supply
voltage decreases. So with Rf fixed, less Ip is required for a
lower supply voltage.

2.2.3 Receiver: Clock and data recovery circuitry
(CDR)

Operation. The CDR is a key component of both optical and
electrical receivers. It consists of a clock recovery circuit that
re-times an internal clock with respect to the incoming data
signals and decision circuitry that extracts digital data from the
received signals. Once in lock, the CDR can recover a constant
stream of data received at a fixed rate. However, in the event of
a sudden change in the bit rate, the CDR requires time (set by
the bandwidth of the timing recovery loop) to recapture lock
before it can again operate reliably.
Power characteristics. A straight forward implementation of
a CDR is to use a PLL (phase-locked loop) structure [12] . In a
CDR, the PLL and clock buffers are the dominant power con-
sumers, so power consumption does not change much with ac-
tual bit patterns. Assuming CDRs are mostly comprised of dig-
ital circuitry, the main power consumption comes from charg-
ing and discharging capacitors at high frequency. Its power
consumption can be approximated as:

PCDR = α3 · CCDR · V 2
dd · BR (9)

where α3 is the switch efficient for CDR representing the prob-
ability of charging or discharging the capacitance, CCDR is the
capacitance of the CDR.
Dynamic power control. Like the VCSEL driver and the TIA,
the CDR can similarly be frequency and voltage-scaled, as bit
rate varies. Therefore, its power consumption has a scaling
trend close to V 2 ·f [12]. Whenever bit rate changes, we make
the conservative assumption that the CDR needs to relock to
the bit rate and re-synchronize the clock with the incoming
data, so it is disabled for a time period called bit-rate transition
delay Tbr .

2.3 Design issues

Comparison of VCSELs vs. MQW modulators
with an external laser. Due to its ease of integration with
CMOS technologies, small footprint, and simpler connection
design over MQW modulators, VCSELs are commonly used
as the light source in box-to-box and board-to-board opto-
electronic links. However, an external laser source coupled
with MQW modulators has also been proposed as an alterna-
tive for such links [9] and offers some advantages. Here, we

compare the relative merits of using VCSELs versus MQW
modulators for a power-aware network, first considering vari-
ous attributes of each scheme with respect to performance and
power. While this comparison is qualitative, Section 4 will
evaluate both schemes using detailed network simulations to
provide a more quantitative comparison.

One advantage of using MQW modulators with an
external laser source is that the technology has been exten-
sively used for telecommunications. Hence, we can leverage
existing technology advancements, while VCSEL technology
is relatively immature. For example, current modulator-based
links have been demonstrated for 40 Gbps operation and be-
yond [20]. In comparison, the highest modulation speed for
VCSELs is still at 10GHz [18]. Another significant benefit of
using MQW modulators can be derived from the stable optical
power available from the external laser source. This stabil-
ity offers relatively lower noise operation. Comparatively, the
VCSEL output is sensitive to various factors such as temper-
ature and the operating voltage environment, thus, requiring
additional circuit complexity to stabilize the system.

In addition to the performance benefits, modulator-
based optical links has potential power advantages as well. Us-
ing an external laser source allows us to move the primary heat
source in opto-electronic networked systems away (physically)
from the actual system, into a separate chassis with its own
power supply and cooling. This separation allows us to fo-
cus on the network system’s power in order to ease thermal
constraints and only contend with the power dissipation asso-
ciated with the MQW modulators in the overall system power
budget.

While one of the disadvantages of VCSELs stems
from the threshold current that consumes constant power, re-
cent progress in in VCSEL technology, such as oxide-aperture-
confined structure [18, 10], has significantly reduced the
threshold current to hundreds of micro-amps. Thus, for the
on-board power dissipation, VCSEL based transmitters dissi-
pate power comparable to MQW modulator based transmitters
[10]. Moreover, there is lower complexity to build and control
a VCSEL based power-aware opto-electronic link. So, both
schemes are explored in this paper and their relative efficiency
in adjusting network power consumption with respect to traffic
is simulated and explored in Section 4.

Interaction between power-control mechanisms
and operation of link components. Implementing power con-
trol into the various link components of a power-aware network
requires careful consideration of its interaction with the com-
ponents. When bit rate scales down, also reducing the supply
voltage to each of the components (e.g., VCSEL/modulator
driver, TIA, and CDR) offers significant power savings, as
shown by Eqs. 3, 5, 8 and 9. However, if the output swing of
the modulator driver (set by the power supply voltage) drops,
there will be a dramatic increase in insertion loss and a big de-
crease in contrast ratio. Those effects will adversely affect the
photodetector’s operation. Therefore, only bit rate (frequency)
control can be used to reduce power consumption in the mod-
ulator driver.

In contrast, for a VCSEL-based transmitter, both bit
rate and supply voltage can be controlled, as a decrease in mod-
ulation current (due to a lower supply voltage) only leads to a
linear reduction in the optical output power, preserving a high
contrast ratio. Moreover, both the photodetector and TIA are
able to operate at lower light levels and supply voltages as bit
rate decreases. Hence, it is possible to maintain acceptable
BER performance by carefully balancing the impact of lower
light intensity.

These simple examples show that the power-control
mechanisms (i.e., frequency and voltage control) in each com-
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ponent of an opto-electronic link have to work in concert, in
order to allow link power consumption to vary with bit rates
while ensuring correct operation. These nuances are factored
into our overall networked system design and simulated to fa-
cilitate a quantitative exploration of the design space of power-
aware opto-electronic networks.

3 Power-aware opto-electronic networked sys-
tem

Advances in VLSI and network link bandwidths are
making it cost-effective to connect multiple processing ele-
ments to each communication router, forming clustered sys-
tems. While flat interconnection network architectures are
traditionally assumed, hierarchical, clustered architectures are
gaining interest in large scalable parallel systems–examples
include the IBM Blue Gene [5], Intel Paragon [8], Stanford
DASH [15], and Cray T3D [3]. We thus target such systems
with power-awareness using power-controlled opto-electronic
links, as proposed in the previous section, for both inter-rack
as well as inter-board interconnections.

3.1 System architecture

In this section, we present in detail an example sys-
tem architecture using MQW-modulator-based links, owing to
their higher complexity. A network system with VCSEL-based
links is similar to the example system except that no external
laser source is required. Moreover, light intensity is controlled
directly by the VCSEL driver instead of requiring external op-
tical power control.

Figs. 3 and 4 sketch the design of our proposed
power-aware opto-electronic clustered network system com-
prised of 64 clusters, each with 8 processing nodes. A general
two-dimensional mesh topology is chosen for the inter-cluster
network, with eight processing nodes inside each cluster. This
topology combines both the scalability of meshes and the cost-
effectiveness of clustered designs (Fig. 3(a)). Each eight-node
cluster, along with its communication router, is placed within
the same rack. The eight boards within the rack each houses a
processing node, and are attached to the communication router
on another board through opto-electronic fiber links (Fig. 4(a)).
Inter-rack communications occur through the router nodes,
which are connected to neighboring routers in adjacent racks
based on the mesh topology, also using opto-electronic fiber
links. While a VCSEL-based scheme incorporates the lasers
into the transmitter of each link, a MQW modulator based sys-
tem requires an additional component illustrated in Fig. 3(b).
An external laser source provides light to the transmitters for
all of the links through fibers originating from the central laser
source. where the optical power for each rack is controlled by
an attenuator. The attenuator is managed through the control
lines driven back from the routers, indicating the power level
each should be set to.

The router microarchitecture is presented in
Fig. 4(b). It consists of eight ports (ports 0-7), which are injec-
tion/ejection ports connected to the eight processing elements
within that rack (cluster). The other four ports (ports 8-11) are
for inter-router connections from north, south, east and west.
A power-aware policy controller sits in the router node for ev-
ery link, setting the power levels of each opto-electronic link
in response to actual utilization. An additional power con-
troller sends control messages to the external laser to set op-
tical power levels. While it is possible to make the router itself
power-aware, we chose to run it at a fixed frequency in order

maintain a consistent reference clock across links running at
different bit rates. Thus, a router in this power-aware network
continues to operate on fixed-size flits2 in the midst of variable
bit rates.

3.2 Adjusting bit rate and power levels

In power-aware systems, one must carefully choose
the number of different power levels and the granularity of
these levels. In our power-aware opto-electronic link, different
power levels correspond to different bit rates. Power control
is achieved via the variable bit rate and corresponding voltage
variations for the link components and different optical power
levels. Optimal power control depends on two key factors: (1)
The requirements of a particular network traffic pattern, to en-
sure good overall network power-performance tradeoffs, and
(2) The number and granularity that can be supported by the
underlying optical and electrical circuits. Here, we discuss
how we arrive at a suitable range for the number and granular-
ity of power levels given circuits constraints. Section 4 evalu-
ates the effectiveness of this range given a variety of network
traces.

3.2.1 Electrical bit rate and voltage levels

Given the long transition time for a large step in both
bit-rate and voltage variation, small steps are preferred in fre-
quency variations. Moreover, in order to avoid the much longer
delay overhead incurred by voltage transitions compared with
frequency transitions, voltage will be pulled up before the fre-
quency is increased, which will be orchestrated by the power-
aware system’s control policy. Conversely, voltage is reduced
only after the frequency decreases. Since the voltage tran-
sitions always meets performance requirements, the link can
function properly during slow voltage transitions, so we only
assume that the links are disabled during the frequency transi-
tions.

3.2.2 Optical power levels for transmitters

For a VCSEL-based system, since VCSEL’s output
optical power is directly modulated by its driving current I (see
Eq. 1), which is almost proportional to the supply voltage of
VCSEL driver, the optical power level is automatically tuned
by supply voltage scaling.

For MQW-modulator based system, as we fixed the
supply voltage to modulator driver to guarantee proper link op-
eration, the optical power level is controlled by the attenuators
of the external laser source. The long delay (around 100µs)
required to switch between levels motivates the use of fewer,
coarser-grain optical power levels. Hence, we must balance
the power savings that more levels avail with the correspond-
ing performance degradation and increased system complexity.
In this light, we chose to investigate two scenarios. First, use
a fixed power level, which obviates the external laser source
controller and reduces design complexity. Second, implement
three optical power levels – Plow, Pmid and Phigh (where
Plow = 0.5 · Pmid, Pmid = 0.5 · Phigh) correspond to three
bit rate intervals – BRlow (<4Gb/s), BRmedium (4 to 6Gb/s),
and BRhigh (6 - 10Gb/s), where we assume 10Gb/s to be the
maximum BR. In order to minimize the performance impact of
changing optical power levels, we follow a control policy simi-
lar to that used for adjusting voltage levels, e.g. for low-to-high
bit-rate transitions and corresponding optical power levels, the
optical power is changed in advance and then the bit rate.

2Flits stand for flow control units, and are fixed-size segments of a packet
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are control lines back to the external rack housing the external laser that feed the power control units, (b)External laser source that is
statically split to all 64 racks and the 20 fibers within each rack, through two levels of 1:64 followed by 1:20 splitting. A power control unit
(a VOA or tunable optical switch) varies the optical power for each outgoing fiber, and is controlled through a control fiber from the racks.

3.3 Control policies

The policy controllers in the router decide when and
how to transition between power levels. The link policy con-
troller regulates the transitions between electrical bit rate and
voltage levels, while the external laser source controller regu-
lates transitions between optical levels. Here, we adopt poli-
cies previously proposed for electrical DVS links [24], extend-
ing it to target the multiple policy controllers required to man-
age the multiple time scales of our power-aware network.
Link policy controller. A policy controller sits at every link,
shown in Fig. 4(b), predicting future workload based on histor-
ical traffic statistics. Basically, if the link utilization is greater
than a threshold, TH , it will change to the next higher bit rate
level. Conversely, when link utilization is lower than TL, it
will move to the next lower bit rate level. If link utilization
falls between the two thresholds, the level remains unchanged.
Buffer utilization is used as an indication of network conges-
tion, selecting different sets of TH and TL for when the net-
work is congested and when it is relatively idle. The details of
the policy are as follows.

Historical statistics are collected with hardware
counters sitting at each router port–statistics on link utiliza-
tion Lu (the percentage of router clock cycles where a flit tra-
verses the output link) and buffer utilization Bu (the average
percentage of buffers used in the next router’s port) over a time
window Tw as shown in Eq. 10.

Lu =

PTw−1
t=0 A(t)

Tw
, 0 ≤ Lu ≤ 1

Bu =

PTw−1
t=0 F (t)/B

Tw
, 0 ≤ Bu ≤ 1

(10)

where A(t) equals 1 if traffic passes in cycle t, otherwise 0
if no traffic passes in cycle t, Ft is the number of occupied
buffers in time t, and B is the input buffer size. Tw, the time

window, is an important parameter, since decisions are made at
the beginning of every Tw based on the statistics collected dur-
ing the previous Tw. If Tw is too small, the policy controller
will tune the bit rate frequently for short-term traffic fluctua-
tions. This results in performance degradations since the link
is disabled for a significant portion of the time in Tw, in the
presence of bit-rate transitions. On the other hand, if Tw is too
long, the policy controller cannot adequately adapt the bit-rate
to accommodate large fluctuations in workload. We use net-
work simulations (Section 4) to vary Tw (from 5 to 500 Tbr) to
find the optimal time window.

Bu (an indicator of network congestion) helps to se-
lect the thresholds for link utilization (TH , TL). When Bu is
greater than the congestion threshold Bu,con = 0.5, the net-
work is congested, so packets must wait a long time in the
router buffer before it can be processed. This delay can mask
the additional latency due to lower bit rate operation, so the
control policy can afford to be more aggressive as shown in
Table 1. These values have been set arbitrarily due to time
constraints, and will be optimized in the future through profil-
ing of the traffic traces during simulations.

Table 1. Thresholds for link utilization
Thresholds Bu < Bu,con Bu >= Bu,con

Low, TL 0.4 0.6
High, TH 0.6 0.7

In order to make our system robust to short-term
traffic fluctuations, our policy incorporates a mechanism to av-
erage the statistics across N time windows. The statistics of
link utilization is stored in a sliding window, as shown here:

Lu,a = 1/N ·
i=N−1∑

i=0

Lu(i) (11)

With these statistics, the link policy controller decides whether
to increase/decrease or keep the bit-rate. At the beginning of
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Figure 4. (a) Sketch of the internals of a rack, consisting of eight boards, each with a processing node, and the communication router
board, (b) Router micro-architecture, with 8 injection and ejection ports to the intra-rack cluster, and 4 ports with two uni-directional links
for inter-rack communications.

every Tw, Lu,a is compared with two link utilization thresh-
olds (TH , TL). When Lu,a is greater than TH , the policy con-
troller increases bit rate by one level, Similarly, when Lu,a is
lower than TL, the bit rate will decrease by a step. If Lu,a
falls between the two thresholds, bit rate does not change. For
a modulator-based system with multiple optical power levels,
the link policy controller cooperates with the external laser
source controller, which is described next.
External laser source controller for modulator-based sys-
tems. To accommodate the long transition/response times of
the attenuators at the external laser source, the external laser
source controller seeks to track much longer trends in network
traffic. Since the response time of the attenuators is around
100µs, the link policy controller will decide whether to change
the optical power levels every 200µs. If in this 200µs, the bit
rate always remains at a power level that can function with
a lower optical power, the policy controller will send a Pdec
request, which triggers the external laser source controller to
tell the external laser source to halve its optical power. On the
other hand, if the link policy controller needs to increase link
bit rate above that which can be supported by the current op-
tical power level, it will instantly send a Pinc request to the
external laser source controller (with the electrical bit-rate and
voltage remaining constant until the optical power increases),
which will prompt a doubling of the optical power. Otherwise,
the input optical power remains fixed.

4 Evaluation results

To evaluate the performance impact and potential
power savings of power-aware opto-electronic networks, we
simulate the details of the entire power-aware network system
as described in the previous two sections. Here, we present the
simulation setup and experimental findings.

4.1 Network simulator & experimental setup

An event-driven flit-level interconnection network
simulator [23] with 5-stage pipelined routers was modified

to include the detailed power-performance characteristics of
a power-aware opto-electronic link, the external laser source
with attenuators, the routers with the policy controllers, model-
ing a complete 64-rack power-aware networked system. In our
experiments, the routers run at 625MHz, have 16 flits buffers
per input port, where each flit is 16 bits wide. The maximum
bandwidth out of each input port is set to be 10Gb/s. The
simulator can be configured to model either VCSEL-based or
MQW-modulator-based opto-electronic links.

Separate clock domains are used for the router core
and its links. Functional modules inside the router core op-
erate off of a fixed system clock, while each link has its own
clock dynamically tuned by the link policy controller to follow
the traffic changes. In the MQW-modulator-based links with
multiple optical power levels, the external laser source policy
controller in each router dynamically controls the attenuators
in the external chassis.

The power consumption for the various components
of an opto-electronic link is estimated using the power models
described in Section 2, based on parameters from [1, 2, 13],
assuming 0.18µm CMOS technology is used to implement all
of the link circuitry. A rough breakdown of the power con-
sumed for various link components operating at the maximum
bit rate of 10Gb/s is listed in Table 2, along with approxi-
mate power-scaling trends for each component derived from
the power models presented in Section 2. We assume that the
required supply voltage to the VCSEL driver, TIA, and CDR
will linearly scale with bit rate [12, 28], while the modulator
driver’s voltage is fixed to ensure correct operation.

As shown in Table 2, the transmitter of our uni-
directional 10Gb/s opto-electronic link takes approximately
40mW, while the receiver dissipates approximately 250mW,
a total of 290mW per link. With bit rate scaling from 10Gb/s
to 5Gb/s with 6 bit-rate levels, the supply voltage scales from
1.8V to 0.9V accordingly, excluding the supply voltage to
the modulator driver. This lowers link power consumption to
61.25mW at 5Gb/s for a VCSEL-based links, allowing a po-
tential power savings of about 80%.

To be conservative, the link will be disabled for
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Table 2. Power consumptions and scaling trends of the link components.
VCSEL VCSEL driver Modulator driver TIA CDR

Power (mW) 30 10 40 100 150
Scaling trend ∼ Vdd V 2

dd · BR BR Vdd · BR V 2
dd · BR

20 network cycles3 after the bit-rate transitions to give the
CDR time to relock the clock to the input data. The tran-
sitions of supply voltage is slower, taking 100 network cy-
cles. These delays are estimated and extrapolated based on
characterizations of prior circuit designs of variable-frequency
links [28, 12]. The impact of these transition delays will be
investigated through network simulations.

Latency, throughput, power dissipation, and power-
latency product are the metrics used to evaluate our power-
aware policies. Latency refers to the time from the creation of
the first flit of the packet till the ejection of its last flit from
the network at the destination, throughput is defined as the in-
jection rate at which average network latency exceeds twice
the latency at zero network load, and the power dissipated by
our power aware network is expressed as a percentage of that
consumed by a non-power-aware network with all links at the
maximum bit rate of 10Gb/s. Averages are computed across
all nodes in the network. Power-latency product multiplies av-
erage latency with average power dissipation, encapsulating in
a single metric the power-performance of a network.

4.2 Workloads

Network workloads that accurately reflect the high
temporal and spatial traffic variance of many applications, with
dynamic fluctuations, bursts and hot-spots, are most useful for
evaluating the performance of our power-aware network de-
sign. In this paper, we present results for three sets of traces:
(1) Uniform random traffic, where each node has equal proba-
bility of sending to any other node, at a constant injection rate;
(2) A time-varying hot-spot traffic trace, where packets are in-
jected at different injection rates at different phases of the sim-
ulation (temporal variance), and node 4 in rack(3,5) accepts
four times the traffic injected into others (spatial variance); (3)
Actual traffic traces extracted from SPLASH2 parallel applica-
tions [29] running on the RSIM multiprocessor simulator with
default parameters [27].

Uniform random traffic is one of the most widely-
used network loads due to its simplicity that lends readily
to analysis. For power-aware networks, its constant injec-
tion rate poses a worst-case scenario to the policy controller,
since the lack of variance provides little opportunity for fre-
quency/voltage scaling. We thus use it to stress our power-
aware policies. The time-varying hotspot trace is used to eval-
uate the responsiveness of our power-aware network design
to fairly marked fluctuations in network traffic, essentially to
stress our power-aware circuit mechanisms, highlighting the
impact of link circuitry overheads. The SPLASH traffic traces
are used to evaluate the realistic power-performance impact of
a power-aware network.

4.3 Simulation results and performance evaluation

4.3.1 Uniform random traffic

Effect of policy parameters. We first explore the impact of
our policy’s sampling window size (Tw), i.e. how frequently
it samples statistics, on a modulator-based network (trends are

3A network cycle is basically one flit time.

similar for VCSEL-based networks), varying it from 100 to
10000 cycles.

Fig. 5(a) presents the average network latency (av-
eraged across all links in the network) relative to that of a non
power aware network under light (1.25 packets/cycle), medium
(3.3 packets/cycle) and heavy (5 packets/cycle) injection rates.
It shows that a larger latency penalty is incurred for the short-
est windows (Tw = 100). This is because a control pol-
icy that uses shorter windows yields more power-level tran-
sitions, which in turn incurs more transition penalties. Larger
latency penalty is also incurred for a bigger window size un-
der medium and heavy traffic since it cannot respond quickly
to traffic variations. The effect on power dissipation (see
Fig. 5(b)) shows shorter time windows leading to higher power
consumption for all traffic injection rates except under 1.25
packets/cycle. At such light traffic, the power-aware network
essentially transitions to the lowest bit-rate supported (5Gb/s)
and remains at that level. Fig. 5(c) presents the effect of win-
dow size on power-latency product. It shows that window size
around 1000 cycles yields acceptable power latency product
for all injection rates. While one might expect a shorter time
window to enable the policy to be more responsive, better track
traffic fluctuations, and thus reduce power, more frequent bit-
rate transitions also lead to higher power consumptions. Since
the network must disable the links more often, it must com-
pensate for this loss in link activity with higher bit rates when
links are active, resulting in higher power consumption. Based
on these results, we choose Tw = 1000 cycles for all subsequent
simulations.

Figs. 5(d),(e),(f) present the effect of link utilization
thresholds (TH and TL) on average latency, power consump-
tion and power-latency product, respectively. The difference
between high and low utilization thresholds (TH −TL) is fixed
at 0.1 as simulations show better power-performance. Intu-
itively, higher thresholds lead to more aggressive scaling of
link bit rates, which result in larger delays as well as lower
power consumption, as is evident for the injection rate of 3.3
packets/cycle. At light traffic (1.25 packets/cycle), the power-
aware network relegates to few transitions – mimicking a net-
work whose link bit rates are statically set at startup. At
high traffic (5.05 packets/cycle), network latency does not in-
crease either with more aggressive thresholds, as the network is
highly congested, so flits are queued up in the routers for long
periods of time anyway, masking the additional link delay due
to power-aware networks. We choose an average threshold of
0.5 for subsequent simulations in order to balance the impact
on power-performance. If a larger average threshold of 0.6 is
chosen, higher power savings can be attained, demonstrating
the tradeoff designers have to make.
Effect of link technology. Fig 5(g) compares the average la-
tency of two power-aware network configurations – one whose
link bit rates vary from 5 to 10Gb/s, vs. one whose link bit rates
vary from 3.3 to 10Gb/s. Our simulations show the network
with 5-10Gb/s links not hurting network throughput, saturating
at the same point as the non-power-aware network. When 3.3-
10Gb/s links are used, however, throughput suffers, degrad-
ing to about 3 packets/cycle. If link bit rates are statically set
at 3.3Gb/s, throughput will be severely affected, dropping to
lower than 2 packets/cycle.

Fig. 5(h) presents the average power consumption
of power-aware network systems. Power savings can be at-
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Figure 5. Under random uniformly distributed traffic: (a) Average latency for different injection rates normalized to non power-aware
network over time window size. (b) Power consumption of a power-aware network relative to a non-power-aware network over time win-
dow size, (c) Power latency product of a power-aware network normalized to a non-power network over time window size, (d) Normalized
average latency over average link utilization threshold, (e) Normalized power over average link utilization threshold, (f) Normalized power
latency product over average link utilization threshold, (g) Average latency over injection rate for power aware and non power-aware
network systems, (h) Power consumption of a power-aware network relative to a non-power-aware network.
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tained even when the inter-router links are completely satu-
rated, as the injection/ejection links into the cluster router are
lowly utilized for uniform random traffic. Before network sat-
uration, power dissipation increases as more traffic is injected.
Beyond that, the power-aware policy controller can be more
aggressive in adjusting bit rates to enable more power sav-
ings even as traffic increases. It shows that power aware opto-
electronic networks are more effective at light and heavy ends
of traffic conditions where sensitivity of overall network la-
tency to link delay is lower.

It is again important to point out that more power
savings is also achievable at the expense of increased la-
tency penalty by using a lower minimum bit-rate as shown in
Fig 5(g),(h). These plots clearly demonstrate the tradeoff be-
tween latency and power savings for power-aware networks.
If power consumption is our main concern, greater than 90%
savings in power consumption can be achieved, with VCSEL-
based networks having a slight advantage. We select 5-10Gb/s
range henceforth since that gives better power-performance.

4.3.2 Time-varying hot-spot traffic

Fig. 6 presents the network simulation results using
the time-varying hotspot traffic trace shown in Fig. 6(a).
Effect of link circuitry constraints. The number and range of
bit-rate (and corresponding voltage) levels and transition de-
lays between levels are key link circuitry constraints that im-
pact overall network performance. Having an understanding
of their effect on overall network performance allows a link
designer to better tune its link specifications.

To explore the effect of transition delay overheads,
we zero out Tv and/or Tbr. As expected, Fig. 6(b) and (c)
shows that a system without power awareness has the lowest
latency, since all of the links operate at the highest bit rate,
and thus consume the most power. Given the control policy
of changing the supply voltage in advance of increasing the
bit rate, links are able to always operate in the presence of
voltage transitions. Hence, the voltage transition penalty has
negligible impact on performance. These results also show that
for a timing window size (Tw) of 1000 cycles, the relatively
small penalty of disabling the link for 20 cycles during bit-
transitions (Tbr) has little impact on performance.
VCSEL vs. MQW modulator-based power-aware links.
Fig. 6(c) provides insights into the impact of multiple optical
power levels for a network with MQW modulators. For small
increases in the network traffic (from 1.1e6 to 1.3e6 cycles),
which corresponds to a small increase in bit rate, the optical
power level does not change and there is no additional latency
penalty. However, for a larger jump (between 1e6 and 1.1e6
cycles), a change in the optical power level is triggered, incur-
ring higher latency as the network has to wait 100µs for an
optical power transition. These simulation results verify that
choosing a smaller number of coarse-grain optical power lev-
els yields lower latency penalties. While this additional delay
penalty is infrequent, subsequent simulations assume a single
optical level to simplify comparisons between systems using
VCSELs and MQW modulators.

Given these promising results, Fig. 6(d) then com-
pares the normalized power consumption for systems using
VCSELs versus MQW modulators, relative to non-power-
aware networks. The slight advantage of a VCSEL-based sys-
tem stems from the fact that its laser driver’s power can scale
with both bit rate and voltage, while the modulator driver op-
erates off of a fixed supply voltage and only scales with bit
rate.

4.3.3 Traffic traces of SPLASH2 parallel bench-
marks on RSIM

Three SPLASH2 benchmarks are used to evaluate
our power-aware network – fast fourier transform (FFT), ma-
trix decomposition (LU), integer sort kernel (Radix). The
benchmarks are parallelized onto 64 nodes housed in 8 racks
of our proposed networked system. Since traces are long (sev-
eral hundreds of millions of cycles), we snapshot just a por-
tion where large fluctuations in injection rate are seen (Fig. 7).
Figs. 7(a)(c)(e) show the injection rate over time (the average
packet size is 48-flit) while Figs. 7(b)(d)(f) present the power
consumption of the modulator-based power aware system un-
der those 3 traces normalized to the power of non power aware
system. We see that our power-aware network tracks work-
load fluctuations effectively. In addition, since link bit-rate is
only changed for big variations in link utilization, the power
curves filter out small fluctuations in the injection rate curves
and are thus smoother. On average, more than 75% savings
in power consumption is achieved with less than double net-
work latency, resulting in more than 60% savings in network
power latency product as shown in Table 3. The latency im-
pact for FFT is much lower than the others as its traffic peaks
and troughs occur over a longer period of time, making it eas-
ier for the policy to accurately predict trends. The increase in
this raw network transmission latency needs to be taken in the
context of overall network delay, which includes hundreds and
thousands of cycles of network interface and software latency.

Table 3. Power-performance numbers for power aware net-
works normalized against non-power-aware networks.

Traces FFT LU Radix
Average latency 1.08 1.50 1.60
Average power consumption 0.22 0.25 0.23
Average power latency product 0.24 0.38 0.37

5 Conclusions

In this paper, we explored the design space of
power-aware opto-electronic networks. To the best of our
knowledge, this is the first complete power-aware network de-
sign that explores link circuits, router microarchitecture, and
overall network system architecture in tandem, as well as the
first proposal of a detailed power-aware link architecture. Joint
investigation across these areas allow link constraints to be
accurately factored into network design, and system require-
ments to be incorporated into the underlying circuit design pro-
cess.

Through detailed network simulations with both
synthetic and actual traces, we show that power-aware opto-
electronic networks can lower power consumption by approx-
imately 4×, with VCSEL-based power-aware opto-electronic
links consistently turning in slightly better power-performance
across all traces. Moreover, this simulation environment has
enabled us to understand the impact of various control param-
eters and design choices on power and performance, and find
optimal settings.

We are currently working towards the design of
opto-electronic link components implemented in a 0.18µm
CMOS process with power-control capabilities that are com-
patible to the proposed power-aware network. Experimental
results extracted from the test-chip prototype can then be fed
into our network system simulator, in place of current mod-
els, to more accurately evaluate system performance and power

Proceedings of the 11th Int’l Symposium on High-Performance Computer Architecture (HPCA-11 2005) 

1530-0897/05 $20.00 © 2005 IEEE



�

�

�

�

�

�

����	�� ����	�� ����	�
 ����	�
 ����	�


��
���������

�
�
�
�
�
�
�
�
�
	


�
�
�
�


�
�
�
�
�

�
�
�
�
�
�
�
�
�
�
�
�
�
�

��

��

������� ��	���� �������

��
������
�

�
�
�
�
�
�
�
�
�
�
	
�


�
�

���
������
��
���	���
�����

���
������
��
���	���
���

���
������
��
������
���

(a) (b)

��

��

��

��

��

��

���

�	�
��� �	�
��� �	�
��� �	

��� �	�
���
������������

�
�
�
�
�
�
�
�
�
�
	
�


�
�

���������������

�����������

 !�"�������"�������#��$

���

����

���

������� ������� ������	 ������	 ������	


��
������
�

�
�
�
�
�
�
�
�
	


�
�
�
�



�
�
�
�
�
�
�
�
�
�
�

�������������
�

���� ����
�

(c) (d)

Figure 6. Under time-variance hot-spot traffic: (a) The average number of packets injected into the whole network over time (injection
rate), (b) The average network latency for power aware systems w/o transition delays, (c) The average network latency for power aware
systems with single or multiple optical power levels compared with non power aware systems, (d) Power dissipation of both VCSEL based
and modulator based power-aware network system relative to that of non-power-aware networks.

savings. We hope this work will pave the way for the deploy-
ment of power-aware network systems in the future.
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