2-layer:

\[ h = \sigma \left( \begin{array}{c} W_1 x_1 + W_2 x_2 + b \\ \end{array} \right) \]

\[ y = \text{sigmoid}(h) \]
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**Figure 7.9**  Computation graph for the function $L(a, b, c) = c(a + 2b)$, with values for input nodes $a = 3$, $b = 1$, $c = -2$, showing the forward pass computation of $L$.

**Figure 7.10**  Computation graph for the function $L(a, b, c) = c(a + 2b)$, showing the backward pass computation of $\frac{\partial L}{\partial a}$, $\frac{\partial L}{\partial b}$, and $\frac{\partial L}{\partial c}$. 
Figure 7.11  Sample computation graph for a simple 2-layer neural net (= 1 hidden layer) with two input dimensions and 2 hidden dimensions.