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Abstract

Image search is a challenging problem because of the need to model any concept the user might want to retrieve. One recent solution to the problem allows the user to give feedback on the current set of results, by answering questions about how the relative attributes of individual returned images relate to his/her target image. We show how to ask more informative questions. In our active selection formulation that determines about which attribute the system should next ask a question, we account for the confidence of relative attribute models. In addition to asking about reliably modeled attributes, the system is also encouraged to ask diverse questions, by computing question diversity on both the attribute and image levels. We show that both of our novel active selection criteria, confidence and diversity, help improve search results on three datasets. Further, when used in combination, they boost performance more than either cue alone.

1 Introduction

Image search is one of the computer vision tasks that ordinary people often perform in their everyday lives. One approach to image retrieval allows the user to submit a text-based keyword query, followed by the system retrieving images that have been tagged with these keywords. Unfortunately, many relevant images will not be retrieved simply because the person who uploaded them did not provide the exact keywords that the search user named. An alternative to this approach is content-based image retrieval, which relies on image features. However, as any image understanding algorithm, content-based retrieval suffers from the frequent misalignment between low-level features and the user’s concept. To fix the system’s mistakes, the user can perform relevance feedback on the current set of results, i.e. mark which content is relevant and which content is not [47]. The user can also more specifically describe how the results should change to better satisfy his/her target (the desired image) [28], using statements that compare the relative attributes of the target and results.

However, the user may not know what to give feedback on. [25, 28] show that search can be sped up through active selection of attribute-based questions. For example, their system might ask the user “Is the person you are looking for younger or older than the person in this image?” [28]’s active selection formulation is based on estimates of entropy, but they might be inaccurate, hence may lead to flawed selection of the next question to ask. We propose two ways to ameliorate the effect of unreliable entropy estimates. First, we
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Candidate questions:

- Is the person you’re looking for chubbier than？
- Is the person you’re looking for more large-lipped than？
- Is the person you’re looking for more masculine than？

Active selection criterion:

- Entropy
- Diversity
- Confidence

Figure 1: Illustration of our method. In addition to measuring the entropy over the relevance of each database image, we also measure the confidence of the model for the attribute that each question involves. We also discourage the system from asking questions too similar to previously asked questions. The smaller the entropy, error (the opposite of confidence), and similarity to previous questions, the more likely this question will be selected. Incorporating additional cues causes different questions to be selected (using argmin).

We find that incorporating model confidence in the active selection formulation significantly improves the accuracy of search results. In conjunction with confidence, discouraging similar questions from being asked improves results further.

2 Related Work

Image retrieval. Web search is a task many people perform daily. Image search in particular has many uses: one might want to see what a certain actor looks like, explore a vacation destination, learn about plants and animals, buy clothing, etc. Using keywords to perform search is limited as relevant characteristics of the image will often not be described by the available keywords. Users can also query with images or sketches, but if the concept the user wishes to retrieve is not captured in any images that the user has at hand, or the user cannot sketch well, results will be imprecise.

Interactive image retrieval. To cope with the limitations of keyword-based and image-based queries, researchers proposed interactive image search where users iteratively provide feedback to the system. For example, images in the dataset are first ranked by how well they match a set of keywords, the user is presented with the top-ranked results, and then he/she gives feedback on these results in order to refine them. Traditional relevance feedback methods allow the user to only provide coarse feedback, e.g. in the form of binary statements like “this result is relevant and that result is irrelevant.”

The WhittleSearch system proposes a more descriptive approach for interactive image search. The search scenario is as follows: A user is trying to find an image that represents a particular concept, but does not have the actual image at hand, so he/she describes the concepts via keywords. The system allows the user to make statements like “The shoes I am
looking for are *more formal* and *less bright in color* than these shoes,” and point to one of the currently top-ranked images. The italicized terms are visual attributes for which the system has learned models offline. [28] show this approach results in more accurate searches.

**Attributes.** Attributes (e.g. “smiling” person, “serene” scene, “shiny” dress) [10, 31, 41] have been used to recognize unseen objects [19, 31, 39, 54], compactly represent object classes [45, 56], perform fine-grained recognition [1, 3], describe 3D structures [13], etc. Importantly, they have been found useful for image retrieval [17, 26, 27, 28, 30, 43, 46, 49].

**Active learning for image retrieval.** [28] incorporate active learning with attribute-based search. The user’s feedback now takes the form of a 20-questions game. In particular, both the image and attribute for the relative comparison are chosen by the system. For example, the system can ask “Are the shoes you are looking for more or less formal than these shoes?” where the underlined terms are selected by the system. Previously, active learning for retrieval was explored in [7, 11, 50] for binary relevance feedback.

**Confidence of models.** In Sec. 3.2.1, we propose to incorporate model confidence in our active selection formulation. [10, 31, 53] measure how confident classifiers are in their decisions, and [45, 54] model classifier errors. [17] use confidence as an uncertainty measure during active learning. [8, 9, 34] measure confidence over all model parameters and prioritize updates on the less confident ones. In contrast, our method uses confidence to weigh our measure of uncertainty. We believe we are the first to use confidence as a way to safeguard against unreliable uncertainty estimates.

**Diversity.** In Sec. 3.2.2, we encourage our method to select feedback on diverse content. [13, 14] use diverse ensembles to select items to label. [2] use a diversity criterion to select batches of samples for labeling, but the approach is computationally expensive. [36] use diversity for relevance feedback, but limit their selection only among the top-ranked documents. Our method is the first to use diversity in active learning for image retrieval. Rather than select within a homogeneous pool (e.g. documents), our method makes a two-level selection from a pool of heterogeneous questions (composed of both images and attributes). Further, our method makes its selection in real time.

### 3 Approach

We first describe [28]’s active selection method that chooses the feedback questions to ask the user. We incorporate additional selection cues into this method, in three ways which we discuss in turn: by accounting for the confidence of attribute models, by encouraging diversity, and by incorporating both confidence and diversity into the selection criterion.

The pipeline for any of the active selection methods (each corresponding to a separate image retrieval system) that we propose is as follows. The system receives an initial set of results, retrieved in response to an initial user query, or simply retrieved as a random sample of the dataset. The search task is for the system to retrieve an image that the user envisions, but does not have in hand, hence does not feed to the system. The goal for the active selection methods is to ask a series of questions that would allow the system to most quickly retrieve that image. The output of the system after a certain number of questions have been asked, or after the user terminates the search, is a final ranking of all database images with respect to their relevance according to the user’s interactions with the system.

#### 3.1 Active selection for attribute-based retrieval

[28] propose a method for image retrieval that asks the user *actively selected* questions about what the target image (the one he/she wishes to retrieve) should look like, and ranks images
based on how well they align with the user’s answers. We next describe this method as we will reuse some of its notation and computations, and discuss its limitations.

In [28], images are ranked based on a probabilistic estimate of how well they satisfy all feedback constraints given by the user. A constraint is of the form \( \{I_{pm}, m, r\} \), where \( m \in M \) is an attribute in the attribute vocabulary of size \( |M| \), \( I_{pm} \) is the “pivot” image for that attribute (defined below), and \( r \) is the user’s response (“more,” “less,” or “equally”). For example, a question can be “Is the target image you are looking for more/less/equally than image \( I_{pm} \)” and an answer can be “My target image is \( r \) \( m \) than/as image \( I_{pm} \)”.

A pivot image is that image which currently indicates the system’s best guess about the strength of attribute \( m \) in the target image. [28] keep a list of one pivot per attribute, denoted by \( P \). The pivot is a node in a binary search tree for that attribute, and is initialized as the root of the tree, then updated in accordance with the user’s answers on this attribute. The system’s goal is to select the attribute and pivot about which it should ask a question next.

To select the pivot \( I_{pm} \), [28] propose the following active selection formulation:

\[
I_p^* = \arg \min_{I_{pm} \in P} \sum_r P(r|I_{pm}, \mathcal{F}) \ H(\mathcal{F} \cup \{I_{pm}, r\}) \tag{1}
\]

The last term above captures the uncertainty that the system has, about whether any database image is relevant to the user’s query, based on all feedback statements \( \mathcal{F} \) and the candidate statement. The latter includes the candidate question on pivot \( I_{pm} \) (for attribute \( m \)) and the (yet unknown) user-given response \( r \). The entropy is computed as follows in [28], where \( N \) is the number of images in the dataset, \( I_i \) is a database image and \( y_i \) denotes whether \( I_i \) is relevant (\( \ell = 1 \)) or not (\( \ell = 0 \)) to the target.

\[
H(\mathcal{F}) = -\sum_{i=1}^{N} \sum_{\ell \in \{0,1\}} P(y_i = \ell | I_i, \mathcal{F}) \log P(y_i = \ell | I_i, \mathcal{F}), \tag{2}
\]

The probability that an image is relevant to the user’s query, \( P(y_i = \ell | I_i, \mathcal{F}) \), is computed as the product of probabilities measuring to what degree an image satisfies all user-given feedback statements on attribute strengths. Let \( a_m(I_i) \) denote the predicted attribute strength for attribute \( m \) in image \( I_i \). To compute the probability that \( I_i \) satisfies a given constraint involving a pivot \( I_{pm} \), [28] compute the difference \( a_m(I_i) - a_m(I_{pm}) \), and transform it into a probability [28]. The predicted attribute strengths are obtained from learned ranking functions \( a_m \) trained with about 200 pairs of images \( O_m \) per attribute.

The first term in Eq. 1 is the probability that a user provides a particular response \( r \in \{“more,” “less,” “equally”\} \) to the question about \( I_{pm} \). To compute this probability, [28] “borrow” the probability of being relevant for the currently highest-ranked image, i.e. the system’s current best guess about what the target image looks like.

To summarize, [28] compute the information gain of asking a question about pivot \( I_{pm} \) (which uniquely identifies the corresponding attribute \( m \)) as the expected entropy over the relevance of all database images. This entropy depends on the the probability of satisfying all feedback constraints, and on the predicted attribute strengths \( a_m \) which may differ from the true (perceived by annotators and users) strengths \( A_m \).

3.2 Choosing better questions with confidence and diversity

The attribute models \( a_m \) underlie all aspects of the attribute selection function of [28], including relevance probabilities and probabilities of particular user responses. Thus, entropy estimates may be flawed due to the misalignment between the attribute prediction functions
and the true \( A_m \). These flaws could cause entropy for some pivots to be misleadingly low (i.e. the pivots would be erroneously very likely to be chosen).

One way to deal with flaws in entropy is to explicitly account for how confident we are in a given attribute ranker’s predictions. We propose how to do so in Sec. 3.2.1. Another way is to introduce a prior, e.g. one that discourages very similar questions from being asked in sequence, even if their entropy is very low. We describe how to encourage diversity in the questions being asked in Sec. 3.2.2. In Sec. 3.2.3, we combine modeling confidence and encouraging diversity into one active selection formulation.

In Sec. 4, we experimentally verify the contribution to search accuracy of all three active selection cues. In order to demonstrate that it is namely the confidence and diversity rather than some other aspect of the method that increases search accuracy, we follow [28]’s approach, apart from the active selection formulation (Eq. 1). We show that while our modifications are simple, they greatly boost the accuracy of search.

### 3.2.1 Incorporating attribute models’ confidence

We want to pick such pivots that will reduce the entropy (uncertainty) of the system, but also weigh the expected entropy estimates by our confidence in a given attribute ranker’s predictions. For example, if we are confident a ranker \( a_m \) is well-aligned to perceived attribute strengths \( A_m \), then we will multiply the entropy resulting from a question on pivot \( I_{pm} \) by a low score (since we are minimizing Eq. 1). Otherwise we will multiply the entropy by a high value, hence the corresponding pivot will have less chance to be picked as the best pivot.

We want to know how reliable our attribute model for some pivot is. We calculate the error rates for each attribute model on the ground truth annotations \( O_m \) provided by [28], using 5-fold cross validation. We denote the error rate per attribute as \( \varepsilon_m \). This error rate is always in the range \([0, 1]\). Low error corresponds to high confidence.

The expected entropy computed in Eqn. 2 however need not lie in the \([0, 1]\) range, so we compute normalized expected entropy:

\[
U(F \cup (I_{pm}, r)) = \frac{\sum_r P(r|I_{pm}, F) H(F \cup (I_{pm}, r))}{\sum_m \sum_r P(r|I_{pm}, F) H(F \cup (I_{pm}, r))}.
\]

We then select the pivot about which the system should ask the next question as that pivot which corresponds to a confident attribute ranker and low expected entropy:

\[
I^*_p = \arg\min_{I_{pm} \in P} (\varepsilon_m \cdot U(F \cup (I_{pm}, r))).
\]

In this way, our method will not be misled by attribute pivots with erroneously low expected entropy due to unreliable attribute rankers.

### 3.2.2 Encouraging question diversity

The ultimate goal of active selection questions is to obtain high search accuracy. We do not know what the user’s target is and cannot measure accuracy during selection, so we use entropy as a proxy. However, entropy is only an approximate cue and might be flawed, so we build safeguards into the selection function.

One prior for what defines a useful question is one that we have not asked before. Imagine that a method keeps asking questions about the same attribute but using different pivots (which become progressively finer approximations to the degree of attribute strength for \( m \) that the user desires, and progressively lower nodes in the search tree). On one hand, this
exploration of the same attribute could indicate that if we could only get to the exact level of strength of this particular attribute, we would find the exact image that the user is looking for. On the other hand, several attributes are likely to be important in the user’s search query, so getting “stuck” on the same attribute may be undesirable.

To prevent excessive exploration of the same attribute (or of different but related attributes), we encourage the questions that the system asks to be diverse. Thus, for each candidate question involving attribute $m$ and pivot $I_{pm}$, we compute how different it is from the previously asked questions. We define the difference between questions as the product of the difference of the attributes, times the difference of the images involved in the questions.

Let $Q_{pm} = \{I_{pm}, m\}$ be the question we are evaluating as a potential question for feedback, and $Q_k = \{I_{pz}, z\} \in Q$ (where $z \in M$ is an attribute index and $I_{pz}$ is the corresponding pivot) be some question we asked previously. The set $Q$ is almost the same as the feedback statement set $F$, but ignores the user response. We define the difference between $Q_{pm}$ and $Q_k$ as:

$$\text{Diff}(Q_{pm}, Q_k) = \text{Dist}(I_{pm}, I_{pz})(1 - \text{NormCorr}(m, z)), \quad (5)$$

where

$$\text{Dist}(I_{pm}, I_{pz}) = \sqrt{\sum_n (a_n(I_{pm}) - a_n(I_{pz}))^2}, \quad (6)$$

$$\text{NormCorr}(m, z) = \frac{\text{Corr}(m, z) - \min_{z \in M} \text{Corr}(m, z)}{\max_{z \in M} \text{Corr}(m, z) - \min_{z \in M} \text{Corr}(m, z)}, \quad (7)$$

and $\text{Corr}(i, j)$ is Kendall’s coefficient to measure correlation between the predictions of the attribute rankers $a_i$ and $a_j$ on the full set of database images.

We score candidate question $Q_{pm}$ with the smallest difference between it and any previous question, as we want to ensure that the question we are asking is not too similar to any previously asked question, not just from the most different question:

$$\text{Diff}(Q_{pm}, Q) = \min_{Q_k \in Q} \text{Diff}(Q_{pm}, Q_k). \quad (8)$$

We normalize this quantity so it is in the range $[0, 1]$ and use this as our final measure of the diversity that the candidate question $Q_{pm} = \{I_{pm}, m\}$ can introduce:

$$D_m(Q_{pm}) = \frac{\text{Diff}(Q_{pm}, Q)}{\sum_m \text{Diff}(Q_{pm}, Q)}. \quad (9)$$

We then select the best pivot as that pivot which is both maximally different/diverse from (i.e. minimally similar to) previously asked questions, and minimizes entropy:

$$I^*_p = \arg \min_{I_{pm} \in \mathcal{P}} \left( (1 - D_m(Q_{pm})) \cdot U(F \cup (I_{pm}, r)) \right), \quad (10)$$

where we convert difference to similarity.

### 3.2.3 Incorporating confidence and diversity

Since we believe that both the confidence and diversity cues are useful for selecting informative questions, we also combine them as follows:

$$I^*_p = \arg \min_{I_{pm} \in \mathcal{P}} (\varepsilon_m \cdot (1 - D_m(Q_{pm})) \cdot U(F \cup (I_{pm}, r))), \quad (11)$$
The intuition behind this approach is that asking diverse questions may not always be best. If the attribute for which we are asking seemingly redundant questions has the attribute prediction model with the lowest error rate (highest confidence), then continuing to ask questions about it may still be informative.

4 Experimental Setup and Results

Our paper’s contributions lie in proposing an attribute-based active selection formulation for visual search. Note that attributes have previously been shown useful for search [16, 28, 31, 32, 34, 43, 46, 49], and active learning for visual recognition has received consistent attention [10, 11, 12, 13, 15, 16, 17, 18, 22, 24, 33, 40, 51, 52]. However, [25, 28] is the only prior work which proposes an attribute-based active selection method for search, hence it is the only relevant method against which we can compare. We present an evaluation of how much each of the pivot selection methods proposed in Sec. 3 contributes to the accuracy of the user’s search results.

We use three datasets: PubFig, which contains 769 images (after de-duplication) from [29] and 11 attributes (e.g. “chubby,” “narrow-eyed,” “young”) from [39]; Scenes with 2,688 images and 6 attributes (“natural,” “open”) from [38, 39]; and Shoes with 12,807 images (after de-dup.) from [2] and 10 attributes (“brightly-colored,” “feminine,” “sporty”) [28].

We extract features from the fc6, fc7 and fc8 layers of CaffeNet [20]. We compare the attribute prediction error rates of all three features, and select (on a validation set) the best one to use (fc6 for Shoes and Pubfig and fc7 for Scenes). We train attribute ranking models for all attributes, using the data provided by [28] and the SVM Rank code of [21]. The data of [28] consists of about 200 image pairs per attribute, where in each pair, one image has the attribute more than the other. We use the same features for all methods.

We conduct our search experiments on Amazon Mechanical Turk (MTurk). In order to reliably measure the accuracy of search results, we tell the MTurk workers what target image to look for. A total of 50 images from each of the three datasets are selected as target images. Three distinct users do the same search, i.e. look for the same target image. This results in a total of 50x3x3=450 search tasks.1 We compare how well four methods rank the target image. We create MTurk tasks that each contain a single target image and links to four separate search interfaces, one for each of the methods. The links are presented in random order to ensure there is no bias towards/against the methods that the user employed first. Each task involves the user answering questions that one of the four methods selects.

The methods we compare are: (1) ORIGINAL [28]; (2) CONFIDENCE (Sec. 3.2.1); (3) DIVERSITY (Sec. 3.2.2); and (4) CONFIDENCE+DIVERSITY (Sec. 3.2.3). For each method, the search stops if ten questions have been asked or the user finds his/her assigned target image (the target shows up on the first page of search results containing 4 rows of 9 images).

We store and use as our measure of accuracy the final rank of the target image after the ten questions asked, where lower is better (ideally the target image would be ranked at position 1). In Table 1, we show the average and median of the target image ranks for each method. In Fig. 2, we show boxplots over the final ranks, for PubFig, Scenes, and Shoes.

From the results in Table 1, we observe that both our confidence and diversity cues help improve the average rank of the target image, compared to the original method of [28]. CONFIDENCE achieves best or second-best results in 4 of the 6 rows. However, the diversity cue helps achieve additional gains in performance, via CONFIDENCE+DIVERSITY. In 5/6 cases, CONFIDENCE+DIVERSITY combined achieve better results than confidence alone.

1Due to human errors while using the search interface we ended up with 443 tasks.
Table 1: Mean and median target image rank on three datasets, with standard error in parentheses. Ranks are different across datasets due to the different dataset sizes. Lowest is best. In **bold** is the best performer per row, and in *italics* the second-best.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>ORIGINAL [28]</th>
<th>CONFIDENCE</th>
<th>DIVERSITY</th>
<th>CONF+DIV</th>
</tr>
</thead>
<tbody>
<tr>
<td>PubFig (mean)</td>
<td>158 (± 15)</td>
<td>137 (± 11)</td>
<td>154 (± 14)</td>
<td>103 (± 9)</td>
</tr>
<tr>
<td>PubFig (median)</td>
<td>64</td>
<td>93</td>
<td>56</td>
<td>58</td>
</tr>
<tr>
<td>Scenes (mean)</td>
<td>807 (± 53)</td>
<td>653 (± 44)</td>
<td>819 (± 51)</td>
<td>617 (± 43)</td>
</tr>
<tr>
<td>Scenes (median)</td>
<td>657</td>
<td>535</td>
<td>691</td>
<td>488</td>
</tr>
<tr>
<td>Shoes (mean)</td>
<td>2674 (± 233)</td>
<td>2658 (± 208)</td>
<td>2703 (± 244)</td>
<td>2845 (± 259)</td>
</tr>
<tr>
<td>Shoes (median)</td>
<td>1816</td>
<td>1950</td>
<td>1717</td>
<td>1688</td>
</tr>
</tbody>
</table>

Figure 2: Target image rank for all 443 tasks. Lower is better. The red lines indicate the median target ranks, and the bottom and top edges show the 25th and 75th percentiles.

On **Shoes**, we observe that confidence alone is more useful than diversity alone (mean row), but both cues combined achieve the best performance (median row). On the **PubFig** dataset, **DIVERSITY** achieves best performance (median row).

Overall, in 4/6 cases, confidence improves performance with respect to [28], diversity in 3/6 of cases, and both in 5/6 of cases. Our method reduces the median target image rank obtained by [28] by 26% for **Scenes**, 9% for **PubFig**, and 7% for **Shoes**. If we average the six rows in Table 1, we obtain: ORIGINAL: 1029, CONFIDENCE: 1004, DIVERSITY: 1023, CONF+DIV: 967 (lowest is best). Thus CONFIDENCE+DIVERSITY improves upon either metric alone, and either metric alone improves over ORIGINAL.

Fig. 2 shows more in-depth results which indicate that for **PubFig** and **Scenes**, CONFIDENCE+DIVERSITY achieves consistently low ranks with small variance, while for **Shoes**, the difference in the performance of the methods is smaller.

To get a practical sense of the utility of our approach, our best method reduces the rank of the target image by 128 images for **Shoes** (using median scores), 169 images for **Scenes**, and 8 images for **PubFig**. Assume it takes a user 1 second to examine a single image result. Then compared to the method of [28], our method saves the user up to 3 minutes (169 seconds), in terms of time to browse the results and find one’s target.

In Fig. 3, we show how the uncertainty over the relevance of each database image reduces, as the user answers more questions actively selected by the system. While entropy generally decreases for all methods, it decreases faster for several of the methods we propose, compared to the ORIGINAL method. We see that the CONFIDENCE and CONFIDENCE+DIVERSITY methods have entropies lower than ORIGINAL. On **Shoes**, DIVERSITY has the most useful behavior compared to other datasets, but in general, it and ORIGINAL have somewhat unstable behavior, which may explain their weaker performance compared to CONFIDENCE and CONFIDENCE+DIVERSITY. On **PubFig**, combining diversity with confidence achieves the lowest (best) entropy at the end of the search.
Figure 3: Entropy of being relevant per image, averaged across searches. Lower is better.

Figure 4: An example of how the search proceeded for one PubFig target image, for the ORIGINAL, CONFIDENCE, and DIVERSITY methods. In each column, the images on the left are pivots, and the images on the right are the target (not seen by the system except for evaluation). Lower rank is better.

In Fig. 4, we show a real search done on MTurk. We show the first five questions asked and the final target image rank for each method. Note that the CONFIDENCE method (middle) was able to find the target image with only 7 questions, compared to 10 for the other methods. This comes at the expense of asking more similar questions: ORIGINAL asked about 7 attributes total and DIVERSITY asked about 10, while CONFIDENCE asked about 3.

5 Conclusion

We showed that both incorporating the confidence of attribute rankers in the active selection, as well as discouraging newly asked questions from being too similar to previously asked questions, are useful active selection cues and improve the accuracy of searches. In the future, we will explore more priors for the active selection, as well as mixed-initiative collaboration of feedback by the user and questions by the system.
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