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Abstract _ o
We decompose the problem of review mining into the
Consumers are often forced to wade following main subtasks:
through many on-line reviews in I. Identify product features..

order to make an informed prod-
uct choice. This paper introduces
OPINE, an unsupervised information-
extraction system which mines re-
views in order to build a model of im-
portant product features, their evalu-
ation by reviewers, and their relative
quality across products.

Compared to previous worlQPINE
achieves 22% higher precision (with
only 3% lower recall) on the feature
extraction taskoPINE's novel use of
relaxation labelingor finding the se-
mantic orientation of words in con-
text leads to strong performance on
the tasks of finding opinion phrases

II. Identify opinions regarding product features.

lll. Determine the polarity of opinions .

IV. Rank opinions based on their strength

This paper introducesPINE, an unsupervised infor-
mation extraction system that embodies a solution to each
of the above subtaskerINEis built on top of the Know-
ItAll Web information-extraction system (Etzioni et al.,
2005) as detailed in Section 3.

Given a particular product and a corresponding set of
reviews,OPINE solves the opinion mining tasks outlined
above and outputs a setpfoduct featureseach accom-
panied by a list ohssociated opinionghich are ranked
based on strengthe(g, “abominable” is stronger than
“bad). This output information can then be used to gen-
erate various types of opinion summaries.

and their polarity. This paper focus_es on the first 3 review mining sub-
i tasks and our contributions are as follows:
1 Introduction 1. We introducedPINE, a review-mining system whose

The Web contains a wealth of opinions about productglovel components include the userefaxation labeling
politicians, and more, which are expressed in newsgroup find the semantic orientation of words in the context of
posts, review sites, and elsewhere. As a result, the progiven product features and sentences.
lem of “opinion mining” has seen increasing attention 2. We compar@PINE with the most relevant previous
over the last three years from (Turney, 2002; Hu and Liueview-mining system (Hu and Liu, 2004) and find that
2004) and many others. This paper focuses on produePINES precision on thdeature extractiortask is 22%
reviews, though our methods apply to a broader range bgtter though its recall is 3% lower on Hu's data sets. We
opinions. show that 1/3 of this increase in precision comes from
Product reviews on Web sites suchamsazon.com using OPINE's feature assessmentechanism on review
and elsewhere often associate meta-data with each reviéata while the rest is due to Web PMI statistics.
indicating how positive (or negative) it is using a 5-star 3. While many other systems have used extracted opin-
scale, and also rank products by how they fare in the réan phrases in order to determine the polarity of sentences
views at the site. However, the reader’s taste may diffesr documentsppPINEis the first to report its precision and
from the reviewers’. For example, the reader may fealecall on the tasks afpinion phrase extractioandopin-
strongly about the quality of the gym in a hotel, whereagn phrase polarity determinatian the context of known
many reviewers may focus on other aspects of the hgroduct features and sentences. On the first taBkyE
tel, such as the decor or the location. Thus, the readerlisis a precision of 79% and a recall of 76%. On the sec-
forced to wade through a large number of reviews lookingnd task,0PINE has a precision of 86% and a recall of
for information about particular features of interest. 89%.



Input: product class C, reviews R to find explicitproduct featuresk). oPINE's Feature As-

Output: set of [feature, ranked opinion list] tuples sessorand its use of Web PMI statistics are vital for the
R’ < parseReviews(R); extraction of high-quality features (see 3.2)pINE then

E — findExplicitFeatures(R’, C); identifiesopinion phrasesssociated with features ifi

O « findOpinions(R’, E); and finds their polarityoPINE's novel use of relaxation-
CO « clusterOpinions(O); labeling techniques for determining the semantic orien-

| — findimplicitFeatures(CO, E): tation of potential opinion words in' the con.te.xt of given
RO — rankOpinions(CO); features and sentences leads to high precision and recall

on the tasks obpinion phrase extractiorand opinion
phrase polarity extractioifsee 3.3).
Figure 1:0PINE Overview. In this paper, we only focus on the extraction of ex-
plicit features, identifying corresponding customer opin-
The remainder of this paper is organized as followspns about these features and determining their polarity.
Section 2 introduces the basic terminology, Section ve omit the descriptions of the opinion clustering, im-

gives an overview obPINE, describes and evaluates itspjicit feature generation and opinion ranking algorithms.
main components, Section 4 describes related work and

Section 5 presents our conclusion. 3.0.1 The KnowltAll System.

2 Terminology OPINE is built on top of KnowltAll, a Web-based,
domain-independent information extraction system (Et-
zioni et al., 2005). Given a set of relations of interest,

 feat " s feat f oroduct KnowltAll instantiates relation-specific generic extrac-
uct features properties parts features of product parts tion patterns into extraction rules which find candidate

related concepispartsandproperties of related concepts facts. KnowltAll's Assessor then assigns a probability to

(see TabI(_e 1 for examples of such features in the SCa3ch candidate. The Assessor uses a forfoat-wise
ner domains) Related conceptare concepts relevant to

, . . ' Mutual Information(PMI) between phrases that is esti-
the customers’ experience with the main produsg( ._mated from Web search engine hit counts (Turney, 2001).
the company that manufactures a scanner). The relat'of?'computes the PMI between each fact auomatically
ships between the main product and related concepts %Snerated discriminator phrasée.g, “is a scanner” for
typically expressed as verbs.g, “Epsonmanufactures =

. i . s E ", E theisA() relationship in the context of thBcanner
scanners) or prejp.os‘l‘ lons (*scann . ps?n )- ~€a- class). Given facff and discriminatord, the computed
tures can bexplicit (“good scan quality ) or im-

. NI . PMI score is: ]
plicit (“good scans” implies goo8canQuality ). PMI(f, d) = Hits(d + f)
OPINE also extract®pinion phraseswhich are adjec- 7 Hits(d)«Hits(f
tive, noun, verb or adverb phrases representing customer!he PMI scores are converted to binary features for a
opinions. Opinions can bgositiveor negativeand vary Naive Bayes Classifier, which outputs a probability asso-

in strength(e.g, “fantastic” is stronger than “good”). ciated with each fact (Etzioni et al., 2005).
3 OPINEOverview 3.1 Finding Explicit Features

This section gives an overview afPINE (see Figure 1) OPINE extractsexplicit features for the given product

and describes its components and their experimental evg}ass from parsed review data. First, the system recur-
Lation. sively identifies both thearts and thepropertiesof the

Goal Given product clas€’ with instances/ and re- given product <_:Iass and Fheir parts and properties, in turn,
views R, OPINE's goal is to find a set of (feature, opin- contlr_1umg until no candidates are founq. Then, the sys-
ions) tuples{(f,:, ...0;)} St. f € F andoy,..0; € 0, €M findsrelated conceptsis described in (Popescu et

al., 2004) and extracts their parts and properties. Table 1
shows that each feature type contributes to the set of final
features (averaged over 7 product classes).

{(f, 0i,...05)...}+—outputTuples(RO, U E);

A product clasge.g, Scanner) is a set gfroducts(e.qg,
Epson1200)oPINE extracts the following types qifrod-

where:
a) F' is the set of product class featuresAn
b) O is the set of opinion phrases i
c) f is a feature of a particular product instance.

. . . . Explicit Features Examples % Total
d) o is an opinion abouf in a particular sentence. - -
L . . Properties ScannerSize 7%
d) the opinions associated with each featireare e S c 5207
ranked based on their strength. Farts Part Bcinne[_f over 5 40/0
Solution The steps of our solution are outlined in Fig- e? urzs ofrars arerytie 59 2
ure 1 above. OPINE parses the reviews using MINI-|_R€iate Concepts‘ Scannerimage e
PAR (Lin, 1998) and applies a simple pronoun-resolutinnRelated Concepts’ FeaturgsScannerimageSize 8%

module to parsed review daterINE then uses the data Table 1:Explicit Feature Information



In order to find parts and propertiespINE first ex- | Data Explicit Feature Extraction: Precision
tracts the noun phrases from reviews and retains thpse Hu | Hu+A/R | HU+A/R+W | OP/R | OPINE
with frequency greater than an experimentally set thresh?; 0.75] +0.05 +0.17 +0.07 | +0.19
old. OPINEs Feature Assesspmwhich is an instantia-| Ds 0.71| +0.03 +0.19 +0.08| +0.22
tion of KnowltAll's Assessor, evaluates each noun phrasé; 0.72| +0.03 +0.25 +0.09| +0.23
by computing the PMI scores between the phrase anf, 0.69| +0.06 +0.22 +0.08 | +0.25
meronymy discriminator@ssociated with the product Dy 0.74| +0.08 +0.19 +0.04| +0.21
class €.g, “of scanner”, “scanner has”, “scanner comesavg 0.72| +0.06 +0.20 +0.07 | +0.22

with”, etc. for the Scanner class). OPINE distin-
guishes parts from properties using WordNet's IS-A hi-Table 2: Precision Comparison on the Explicit Feature-

: Wi nou_igm : precision; Web PMI statistics are responsible for 2/3 of the pre-
and morphological cueg(g, *iness”, “-ity” suffixes). cision increase. All results are reported with respect to Hu’s.

3.2 Experiments: Explicit Feature Extraction

In our experiments we use sets of reviews for 7 prgdbata Explicit Feature Extraction: Recall
uct classes (1621 total reviews) which include the pyb- Hu | HU+A/R | Hu+A/R+W | OP/R | OPINE
licly available data sets for 5 product classes from (Hu D, || 0.82 -0.16 -0.08 | -0.14| -0.02
and Liu, 2004). Hu's system is the review mining sys- D, || 0.79 -0.17 -0.09| -0.13| -0.06
tem most relevant to our work. It uses association rule D5 || 0.76 -0.12 -0.08 | -0.15| -0.03
mining to extractfrequentreview noun phrases as fea- D, | 0.82 -0.19 -0.04 | -0.17 -0.03
tures. Frequent features are used to fiatential opin- D; || 0.80 -0.16 006 -012 -0.02
ion words (only adjectives) and the system uses Word-avg |[ 0.80 20.16 20.07| -0.14| -0.03

Net synonyms/antonyms in conjunction with a set of seed

words in order to find actuapinionwords. Finally, opin- Table 3: Recall Comparison on the Explicit Feature-

ion words are used to extract associaitgflequentfea-  Extraction Task. OPINE's recall is 3% lower than the recall

tures. The system only extrasplicit features. of Hu’s orlglnal system (pre,C|S|on level = 0.8). All results are
On the 5 datasets in (Hu and Liu, 2004RINE'S pre- reported with respect to Hu's.

cision is 22% higher than Hu’s at the cost of a 3% re-

call drop. The’re are two important differences betweethermore, the annotators extracted explicit features from
OPINE and Hu's system: apPINES Feature Assessor go review sentences (400 for each domain). The inter-
uses PMI assessment to evaluate each candidate featyr@iotator agreement was 82%PINESs recall on the

and b)opINEincorporates Web PMI statistics in addition get of 179 features on which both annotators agreed was
to review data in its assessment. In the following, we 3o,

guantify the performance gains from a) and b).

a) In order to quantify the benefits oPINES Feature 3.3 Finding Opinion Phrases and Their Polarity
Assessor, we use it to evaluate the features extracted bK_ ) ) )
Hu’s algorithm on review dataHu+A/R). The Feature This subsection describes hawpINE extracts potential
Assessor improves Hu's precision by 6%. opinion phrases, distinguishes between opinions and non-

b) In order to evaluate the impact of using Web pmMEPRinions, and finds theolarity of each opinion in the
statistics, we assessPINEs features first on reviews context of its associated feature in a particular review sen-
(OP/R) and then on reviews in conjunction with thet€nce.

Web (the corresponding methods atle+A/R+W and - - o
OPINE). Web PMI statistics increase precision by an av-g'?"l Extracting Potential Opinion Phrases
erage of 14.5%. OPINE uses explicit features to identify potential opin-

Overall, 1/3 ofOPINE’s precision increase over Hu’s ion phrases. Our intuition is that an opinion phrase as-
system comes from using PMI assessment on reviews asdciated with a product feature will occur in its vicinity.
the other 2/3 from the use of the Web PMI statistics.  This idea is similar to that of (Kim and Hovy, 2004) and

In order to show thabPINES performance is robust (Hu and Liu, 2004), but instead of using a window of size
across multiple product classes, we used two sets of re-or the output of a noun phrase chunkerINE takes
views downloaded frontripadvisor.com for Ho- advantage of the syntactic dependencies computed by the
tels andamazon.com for Scanners. Two annotators la- MINIPAR parser. Our intuition is embodied by ¥x-
beled a set of unique 450PINE extractions agorrect traction rules some of which are shown in Table 4. If
or incorrect The inter-annotator agreement was 86%an explicit feature is found in a sentenc®INE applies
The extractions on which the annotators agreed were ustite extraction rules in order to find the heads of potential
to computeoPINES precision, which was 89%. Fur- opinion phrases. Each head word together with its modi-



fiers is returned as a potential opinion phrase 3. Given the set of SO labels fow( f) pairs,OPINE
finds a SO label for eachy f, s) input tuple.

Extraction Rules Examples Each of these subtasks is cast asiaaupervised col-
if 3(M,NP = f) — po= M | (expensivepcanner lective classificatiorproblem and solved using the same
if 3(S = f,P,0) - po=0 | lamp has (problems) | mechanism. In each casepINE is given a set obb-

if 3(S,P,O0 = f) — po=P | I(hate) thisscanner jects (words, pairs or tuples) and a setlabels (SO la-

if 3(S=f,P,O)—po=P program (crashed) bels);opINEthen searches forglobal assignment of la-

bels to objects. In each caserINE makes use ofocal
Table 4: Examples of Domain-independent Rules for constraintson label assignmentg.(g, conjunctions and
the Extraction of Potential Opinion Phrases. Nota- iqinctions constraining the assignment of SO labels to

tion: po=potential opinion, M=modifier, NP=noun phrase, . .
S=subject, P=predicate, O=object. Extracted phrases are é/HQrdS (Hatzivassiloglou and McKeown, 1997)).

closed in parentheses. Features are indicated by the typewriterA key insight inoPINEis that the problem of searching
font. The equality conditions on the left-hand side wsé&s  for aglobal SO label assignment to words, pairs or tuples

head. while trying to satisfy as maniocal constraints on as-
signments as possible is analogous to labeling problems

Rule Templates Rules in computer vision€.g, model-based matchinghPINE

dep(w, w’) m(w,w") uses a well-known computer vision technigueaxation

Ju s.t.dep(w, v), dep(v,w’) | Fvs.t.m(w,v),o(v,w) labeling (Hummel and Zucker, 1983), in order to solve

Ju s.t.dep(w,v), dep(w’,v) | Jv s.t.m(w,v), o(w,v) the three subtasks described above.

Table 5: Dependency Rule Templates For Finding Words 3-3-3  Relaxation Labeling Overview

w, w' with Related SO Labels. OPINE instantiates these  Relaxation labeling is an unsupervised classification
templates in order to obtain extraction rules. Notation;

dep=dependent, m=modifier, o=object, v,w,w’=words. technique W.hICh takes as input:
a) a set obbjects(e.g, words)

OPINE examines the potential opinion phrases in ordel) a set ofabels(e.g, SO labels)
to identify the actual opinions. First, the system finds the) initial probabilities for each object’s possible labels
semantic orientation for the lexical head of each poterd) the definition of an objeat’s neighborhooda set of
tial opinion phrase. Every phrase whose head word hasother objects which influence the choiceos label)
positiveor negativesemantic orientation is then retainede) the definition oheighborhood features
as anopinion phrase In the following, we describe how f) the definition of asupport functiorfor an object label
OPINEfinds the semantic orientation of words. The influence of an objeets neighborhood on its la-
bel L is quantified using theupport function The sup-

] R ) ) port function computes the probability of the laliebe-
OPINE finds the semantic orientation of a wordin  ng assigned te as a function ob’s neighborhood fea-
the context of an associated featyrand sentence. We  tyres Examples of features include the fact that a certain

restate this task as follows: _ local constraintis satisfied €.g, the wordnice partic-
Task Given a set ofsemantic orientation (SO) labels jpates in the conjunctioand together with some other
({positive, negative, neutral}), a set of rev'iews and a word whose SO label is estimated tofesitive).
set of tuples ¢, f, s), wherew is a potential opinion  Rejaxation labeling is an iterative procedure whose
word associated with featurin sentence, assigna SO oinyt is an assignment of labels to objects. At each itera-
label to each tuplew;, £, s). . . tion, the algorithm uses anpdate equatiomo reestimate
For example, the tuplesluggish driver, “I am not  he hrohanility of an object label based on its previous
happy with this sluggish driver”) would be assigned &,.5papility estimate and the features of its neighborhood.
negativeSO label. _ __ The algorithm stops when the global label assignment
Note: We use “word” to refer to a potential opinion g5y constant over multiple consecutive iterations.
wordw and “feature_” t_o refer to the word or phrase which We employ relaxation labeling for the following rea-
represe_nts the explicit featue sons: a) it has been extensively used in computer-vision
Solution OPINE uses the 3-step approach below: i go0d results b) its formalism allows for many types
1. Given the set of reviewsiPINEfinds a SO label for of constraints on label assignments to be used simulta-
each Wordu. ) neously. As mentioned before, constraints are integrated
2. Given the s_et of reviews and the set of SO !abels f%to the algorithm as neighborhood features which influ-
wordsw, OPINEfinds a SO label for eachuf f) pair. ence the assignment of a particular label to a particular

The (S,P,0) tuples in Table 4 are automatically generate@Pi€ct.
from MINIPAR’s output. OPINE uses the following sources of constraints:

3.3.2 Word Semantic Orientation



a) conjunctionsanddisjunctionsin the review text for a subsetS of the words. OPINE computes aSO

b) manually-suppliegyntactic dependency rule tem-score so(w)for eachw in S as the difference between
plates(see Table 5). The templates are automatically inthe PMI of w with positive keywords€.g, “excellent”)
stantiated by our system with different dependency reand the PMI ofw with negative keywords(g, “awful”).
lationships (premodifier, postmodifier, subject, etc.) iWhenso(w) is small, orw rarely co-occurs with the key-
order to obtain syntactic dependency rules which finvords, w is classified aseutral If so(w) > 0, then
words with related SO labels. w is positive otherwisew is negative.OPINE then uses

¢) automatically derivednorphological relationships the labeledS set in order to compute prior probabilities
(e.g, “wonderful” and “wonderfully” are likely to have P(l(w) = L), L € {pos, neg, neutral} by computing
similar SO labels). the ratio between the number of words $hlabeled L

d) WordNet-suppliedsynonymy, antonymy, IS#nd and|S|. Such probabilities are used as initial probabil-
morphologicalrelationships between words. For exam-ity estimates associated with the labels of the remaining
ple, cleanandneatare synonyms and so they are likelywords.
to have similar SO labels. Support Function The support function computes the

Each of the SO label assignment subtasks previousprobability of each label for woray based on the labels
identified is solved using a relaxation labeling step. In thef objects imv’s neighborhoodV.
following, we describe in detail how relaxation labeling Let A, = {(w;, L;)|w; € N}, 0 < k < 3Vl rep-

is used to find SO labels for words in the given reviewesent one of the potential assignments of labels to the
sets. words inN. Let P(Ag) () denote the probability of this

3.3.4 Finding SO Labels for Words particular assignment at iteration. The supportfor la-
- ~ bel L of word w at iterationm is :
For many words, a word sense or set of senses is used 3IN|

throughout the review corpus _vvith aconsistently positive,  g(w, L),y = Z P(l(w) = L|Ak) (m) * P(Ak) (m)

negative or neutral connotatioe.§, “great”, “awful”, k=1

etc.). Thus, in many cases, a worcs SO label in the We assume that the labels @fs neighbors are inde-

context of a featurg and sentence will be the same as Pendent of each other and so the formula becomes:

its SO label in the context of other features and sentences.

In the following, we describe howPINES relaxation la- (%> L)em) = kZ P(l(w) = L|Ak)("">*l_[1 P((w;) = Lj) m)
. . . . , . =1 j=

beling mechanism is used to find a word’s dominant SO Every P(I(w;) = L) term is the estimate for the

label in a set of reviews. - . .
For this task, a word'sneighborhoodis defined as probability thatl (w;) = L; (which was computed at it-
y erationm using the RL update equation).

the set of words connected to it through conjunctions; The P(I(w) = L| Ay (m) term quantifies the influence

isjunctions and all other relationshi revi ly intro- . ! .
disjunctions and all othe ciationships previously 0ofapartlcular label assignmentigs neighborhood over
duced as sources of constraints.

RL uses arupdate equationo re-estimate the prob- w’s label. In the following, we describe how we estimate

- . . . this term.
ability of a word label based on its previous probabil- Neighborhood Features

ity estimate and the features of its neighborhood (see Each type of word relationship which constrains the

Neighborhood Feature. Atiterationm, letq(w, L) () :
) assignment of SO labels to words (synonymy, antonymy,
denote the support function for labél of w and let : . .
. . etc.) is mapped bppPINEto a neighborhood feature. This
P(l(w) = L)) denote the probability thdt is the label . : :
. . mapping allowsoPINE to use simultaneously use multi-
of w. P(I(w) = L)(s+1) is computed as follows: . .
! . ple independent sources of constraints on the label of a
RL Update EquatiofRangarajan, 2000) . . : .
particular word. In the following, we formalize this map-
P(l(w) = L)(m) (1 + aq(w, L) (m ping.
5 ED((Z() )_)]f,))( a +Q( ( )(L,;) Let T denote the type of a word relationshipih(syn-
w PUw) = L7)m) (1 + aq(w, L) m) hnum - antonym, etc.) and let, ¢ represent the labels

where L' € {pos,neg,neutral} ando > 0 is an assigned byl;, to neighbors of aiyvord; which are con-
experimentally set constant keeping the numerator a ct_e(btozﬁthro;ngdh a relationship of typ& . We have
probabilities positive. RL's output is an assignment of * — ~T &7
dominant SO I_abels to Word_s. _ _ S P(l(w) = L|Ak) (m) = P(l(w) = L| UAk.,T)(m)
In the following, we describe in detail the initialization . . T .
For each relationship typel’, oPINE defines a

step, the derivation of the support function formula a”‘iileighborhood featurefr (w, L, Ay, 7) which computes
the use of neighborhood features. . P(l(w) = L|Ayr), the probability thatu's label is L

RL Initialization Step OPINE uses a version of Tur- given A;, 1 (see below). P(I(w) = L|Up Ak,1)(m) is
ney's PMI-based approach (Turney, 2003) in order to desstimated combining the information from various fea-
rive the initial probability estimatesH(/(w) = L)) tures aboutv's label using the sigmoid function():

3IN| IN|

P(l(w) = L)m+1) =




/ relationships between words and, respectively, features
P(l(w) = LIAk) (m) = U(; filw, L, Ay.i) (m) * ci) in order to update the SO labels when necessary. For
wherecy, ...c; are weighlté whose sum is 1 and whichexample, in the sentence “| hated the big, drafty room
reflectoPINE’s confidence in each type of feature. because | ended up freezing.”, “big” and “hate” satisfy
Given wordw, label L, relationship typd” and neigh- condition 2 in Table 5 and therefomPINE expects them
borhood label assignmedt,, let N represent the subset to have similar SO labels. Since “hate” has a strong neg-
of w’'s neighbors connected to through a typel’ rela-  ative connotation, “big” acquires a negative SO label in
tionship. The feature’r computes the probability that this context.
w's label is L given the labels assigned by, to words In order to correctly update SO labels in this last step,
in Np. Using Bayes’s Law and assuming that these laoPINE takes into consideration the presencenefjation
bels are independent givéftw), we have the following modifiers For example, in the sentence “l don't like a
formula for f at iterationm: large scanner either'opINE first replaces theositive
Ny | (w, f) pair (like, scannerwith the negativelabeled pair
fr(w, L, Ak,7) (m) = P(l(w) = L) (n)* H P(L;|l(w) = L) (not like, scannerand then infers that “large” is likely to
j=1 have a negative SO label in this context.
P(L;|l(w) = L) is the probability that worab; has label
L; if w; andw are linked by a relationship of tyge and ]
w has labelL. We make the simplifying assumption that After OPINE has computed the most likely SO labels
this probability is constant and depends onlyTofL and for the head .WOI’dS of each potential opinion phrase in the
L', not of the particular worda); andw. For each tuple Context of given features and sentences|NE can ex-
(T, L, L;), L, L; € {pos, neg, neutral}, OPINE builds tract opinion phrases and establish their polarity. Phrases

a probability table using a small set of bootstrapped pod¢hose head words have been assigpesitiveor nega-
itive, negative and neutral words. tive labels are retained apinion phrasesFurthermore,

3.3.5 Finding (Word, Feature) SO Labels the polarity of an opinion phrasein the context of a fea-
e f and sentenceis given by the SO label assigned to

This subtask is motivated by the existence of frequerﬂé}re
words which change their SO label based on associat tuple(head(o), f, 5) (3.3.6 shows howDPINE takes
Qito account negation modifiers).

features, but whose SO labels in the context of the respeI
tive features are consistent throughout the reviesvg,( 3.4 Experiments

in the Hotel domain, “hot water” has a consistently posiin this section we evaluaterINEs performance on the

tive connotation, whereas “hot room” has a negative onefollowing tasks: finding SO labels of words in the con-

In order to solve this taskpPINE first assigns each text of known features and sentenc&O(label extrac-
(w, f) pair an initial SO label which is’s SO label. The tion); distinguishing between opinion and non-opinion
system then executes a relaxation labeling step durimmhrases in the context of known features and sentences
which syntactic relationships between words and, respepinion phrase extractign finding the correct polarity
tively, between features, are used to update the defawlf extracted opinion phrases in the context of known fea-
SO labels whenever necessary. For examplet, room) tures and sentencesginion phrase polarity extraction
appears in the proximity dfbroken, fan) If “room”"and While other systems, such as (Hu and Liu, 2004; Tur-
“fan” are conjoined byand this suggests that “hot” and ney, 2002), have addressed these tasks to some degree,
“broken” have similar SO labels in the context of theirorINEis the first to report results. We first rapINE on
respective features. If “broken” has a strongly negativeé3841 sentences and 538 previously extracted features.
semantic orientation, this fact contributesdBINE's be-  opPINE searched for a SO label assignment for 1756 dif-
lief that “hot” may also be negative in this context. Sinceferent words in the context of the given features and sen-
(hot, room)occurs in the vicinity of other such phrasestences. We comparenlPINE against two baseline meth-
(e.g, stifling kitchen, “hot” acquires a negative SO label ods,PMI++ andHu++.
in the context of “room”. PMI++ is an extended version of (Turney, 2002)’s
3.3.6 Finding (Word, Feature, Sentence) SO Labels method for finding the SO label of a phrase (as an at-

This subtask is motivated by the existence @ff) tempt to deal with context-sensitive words). For a given
pairs €.g, (big, room) for whichw’s orientation changes (word, feature, sentence) tupleMI++ ignores the sen-
based on the sentence in which the pair appeags (1  tence, generates a phrase based on the word and the fea-
hated the big, drafty room because | ended up freezingtlire €.g, (clean, room) “clean room”) and finds its SO
vs. “We had a big, luxurious room”.) label using PMI statistics. If unsure of the labeMI++

In order to solve this subtaskpPINE first assigns each tries to find the orientation of the potential opinion word
(w, f, s) tuple an initial label which is simply the SO la- instead. The search engine queries use domain-specific
bel for the (w, f) pair. The system then uses syntactidkeywords €.g, “scanner”), which are dropped if they

3.3.7 Identifying Opinion Phrases



lead to low counts. or negative opinion words, which account for the major-
Hu++ is a WordNet-based method for finding a word'sity of opinion instances. The method’s loss in recall is
context-independent semantic orientation. It extenddue to not recognizing words absent from WordNeg(
Hu’'s adjective labeling method in a number of ways ir‘depth-adjustable”) or not having enough information to
order to handle nouns, verbs and adverbs in addition @Wassify some words in WordNet.
adjectives and in order to improve coverage. Hu's method PMI++ typically does well in the presence of strongly
starts with two sets of positive and negative words angositive or strongly negative words. Its high recall is
iteratively grows each one by including synonyms andorrelated with decreased precision, but overall this sim-
antonyms from WordNet. The final sets are used to prgle approach does wellPMI++’s main shortcoming is

dict the orientation of an incoming word. misclassifying terms such as “basic” or “visible” which
change orientation based on context.
Type PMI++ Hu++ OPINE | 3.4.2 Experiments: Opinion Phrases
P R P R P ] R In order to evaluateoPINE on the tasks ofpinion

adj || 0.73]| 0.91 | +0.02| -0.17 | +0.07 | -0.03| phrase extractiormndopinion phrase polarity extraction

nn || 0.63| 0.92| +0.04| -0.24 | +0.11 | -0.08 | in the context of known features and sentenaesused a

vb || 0.71] 0.88] +0.03| -0.12 | +0.01| -0.01| set of 550 sentences containing previously extracted fea-
adv] 0.82] 0.92] +0.02] -0.01 | +0.06 | +0.01| tures. The sentences were annotated with the opinion
Avg || 0.72] 0.91] +0.03| -0.14 | +0.06 | -0.03| phrases corresponding to the known features and with the
opinion polarity. We comparedprINE with PMI++ and
Table 6: Finding SO Labels of Potential Opinion Words  Hu++ on the tasks of interest. We found tha#INE had
in the Context_ of _Give_n Product Features and Sentences. the highest precision on both tasks at a small loss in re-
OPINES precision is higher than that #MI++ andHut+. oo with respect tPMI++. OPINES ability to identify
All results are reported with respect BMI++ . Notation: , . .
adj=adjectives, nn=nouns, vb=verbs, adv=adverbs a word’s SO label in the context of a given feature_ z_;md
sentence allows the system to correctly extract opinions
expressed by words such as “big” or “small”, whose se-
mantic orientation varies based on context.

3.4.1 Experiments: SO Labels
On the task ofinding SO labels for words in the con-

text of given features and review sentencesneobtains | Measure [ PMI++ [ Hu++ [ OPINE |
higher precision than both baseline methods at a small OP Extraction: Precision| 0.71 | +0.06 | +0.08
loss in recall with respect tBMI++. As described be- | OP Extraction: Recall 0.78| -0.08| -0.02
low, this result is due in large part tPINES ability to OP Polarity: Precision 0.80| -0.04| +0.06
handle context-sensitive opinion words. OP Polarity: Recall 0.93[ +0.07| -0.04

We randomly selected 200 (word, feature, sentence
tuples for each word type (adjective, adverb, etc.) andiable 7: Extracting Opinion Phrases and Opinion Phrase
obtained a test set containing 800 tuples. Two annot&larity Corresponding to Known Features and Sentences.
tors assign_ed positive, negative and neutral labels to eagﬁ 'r'l';ﬁgi?fﬁg (;?tgzjg\?v?tzwt?:snp;hc?gﬂﬂl\ﬂtf and ofHu+.
tuple (the inter-annotator agreement was 78%). We re-
tained the tuples on which the annotators agreed as the
gold standard. We raBMI++ andHu++ on the testdata 4 Related Work
and compared the results againstiNEs results on the The key components afPINE described in this paper are
same data. the PMI feature assessment which leads to high-precision

In order to quantify the benefits of each of the thredeature extraction and the use of relaxation-labeling in or-
steps of our method for finding SO labels, we also comder to find the semantic orientation of potential opinion
pared oPINE with a version which only finds SO la- words. The review-mining work most relevant to our re-
bels for words and a version which finds SO labels fosearch is that of (Hu and Liu, 2004) and (Kobayashi et
words in the context of given features, but doesn’t takel., 2004). Both identify product features from reviews,
into account given sentences. We have learned from thigit orINE significantly improves on both. (Hu and Liu,
comparison thabPINES precision gain ovePMI++ and  2004) doesn’t assess candidate features, so its precision
Hu++ is mostly due to to its ability to handle context-is lower thanorPINES. (Kobayashi et al., 2004) employs
sensitive words in a large number of cases. an iterative semi-automatic approach which requires hu-

Although Hu++ does not handle context-sensitive SOman input at every iteration. Neither model explicitly ad-
label assignment, its average precision was reasonalilessesompositéfeature of feature) amplicit features.
(75%) and better than that ®MI++. Finding a word’s Other systems (Morinaga et al., 2002; Kushal et al., 2003)
SO label is good enough in the case of strongly positivalso look at Web product reviews but they do not extract



opinions about particular product featuresPINE's use O. Etzioni, M. Cafarella, D. Downey, S. Kok, A. Popescu,
of meronymy lexico-syntactic patterns is similar to that T. Shaked, S. Soderland, D. Weld, and A. Yates. 2005. Un-
of many others, from (Berland and Charniak, 1999) to SuPervised named-entity extraction from the web: An exper-
(Almuhareb and Poesio, 2004). imental studyArtificial Intelligence 165(1):91-134.
Recognizing the subjective character and polarity o¥. Hatzivassiloglou and K. McKeown. 1997. Predicting the se-
words, phrases or sentences has been addressed by mar\i%""lm'C orientation of adjectives. IRCL/EACL, pages 174—
authors, including (Turney, 2003; Riloff et al., 2003; :
Wiebe, 2000; Hatzivassiloglou and McKeown, 1997)M. Hu and B. Liu. 2004. Mining and Summarizing Customer
Most recently, (Takamura et al., 2005) reports on the Reviews. InKDD, pages 168-177, Seattle, WA.

use of spin mode,ls to infer the_ser_nantlc orientation 0Ige.A. Hummel and S.W. Zucker. 1983. On the foundations of
words. The paper’s global optimization approach and use rgjaxation labeling processes. PAMI, pages 267—287.
of multiple sources of constraints on a word’s semantic

orientation is similar to ours, but the mechanism differs- Kim aln%%l_"l"g‘g- 2004. Determining the sentiment of opin-
and they currently omit the use of syntactic information. '°"S-'"

Subjective phrases are used by (Turney, 2002; Pang aNdKobayashi, K. Inui, K. Tateishi, and T. Fukushima. 2004.

Vaithyanathan, 2002; Kushal et al., 2003; Kim and Hovy, Collecting Evaluative Expressions for Opinion Extraction.

2004) and others in order to classify reviews or sentences!n WCNLP, pages 596-605.

as positive or negative. So farpiNEs focus has been on p_ kyshal, s. Lawrence, and D. Pennock. 2003. Mining the
extracting and analyzing opinion phrases corresponding peanut gallery: Opinion extraction and semantic classifica-
to specific features in specific sentences, rather than ontion of product reviews. IWWW

determining sentence or review polarity. D. Lin. 1998. Dependency-based evaluation of MINIPAR. In

5 Conclusion Workshop on Evaluation of Parsing Systems at ICLRE

OPINE is an unsupervised information extraction systen%‘
which extracts fine-grained features, and associated opin-
ions, from reviews. OPINEs use of the Web as a cor- Lee L. Pang, B and S. Vaithyanathan. 2002. Thumbs up? sen-
pus helps identify product features with improved preci- timent classification using machine learning techniques. In
sion compared with previous worloPINE uses a novel ~ EMNLP. pages 79-86.

relaxation-labeling technique to determine the semanti§. popescu, A. Yates, and O. Etzioni. 2004. Class extraction
orientation of potential opinion words in the context of from the World Wide Web. IrAAAI-04 Workshop on Adap-
the extracted product features and specific review sen-tive Text Extraction and Miningpoages 68—73.

tences; this technique allows the system to identify CUSK, Rangarajan. 2000. Self annealing and self annihilation: uni-

tomer opinions and their polarity with high precision and  fying deterministic annealing and relaxation labelingPét-
recall. tern Recognition, 33:635-649

Morinaga, K. Yamanishi, K. Tateishi, and T. Fukushima.
2002. Mining product reputations on the web.KBD.
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