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ABSTRACT
The U. S. Department of Energy has identified resilience and
energy consumption as key challenges for future extreme-
scale systems. All checkpoint/restart methods require I/O
to local or remote storage. Efforts are under way to mini-
mize the amount of data movement and increase scalability.
Nevertheless, the energy consumed by fault resilience meth-
ods will increase with system size. It is therefore important
to understand the performance overhead in conjunction with
the energy consumption of each fault resilience method. In
this paper we explore throttling CPU power consumption
during I/O intensive checkpoint operations of real applica-
tions. We find that 10% total energy savings are possible
with little impact on application time to solution.

Categories and Subject Descriptors
C.4 [Computer Systems Organization]: Fault Toler-
ance; D.2.8 [Software Engineering]: Metrics—performance
measures

General Terms
Measurement, Performance, Reliability, Power, Energy, Power
Saving, Energy Saving, Checkpointing, Fault Tolerance

1. INTRODUCTION
In large capability computing systems, the number of sock-

ets will continue to grow, resulting in decreased reliabil-
ity and increased energy consumption. These two factors
have repeatedly been identified as major challenges along
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the road to exascale-class systems [35, 28]. With socket-
counts on the rise and increased system failure rates [40],
future systems will encounter more reliability events. For
checkpoint/restore methods, this means more overhead and
higher system energy consumption. This makes it impera-
tive to understand the impact fault tolerance methods have
on energy consumption.
Fault tolerance in today’s large scale production systems

relies almost exclusively on coordinated checkpoint/restart.
During normal operation, checkpoint/restart (or rollback re-
covery) protocols [9], periodically record the state of all ap-
plication processes to stable storage (the checkpoint stage).
When a process fails, a new incarnation of the failed process
is recovered from the most recent checkpoint (the restart
phase). This limits the amount of lost work to only that
since the last checkpoint (the rework stage).
The prevalence of checkpoint/restart is due to a number of

factors: failures have, until now, been relatively rare events,
applications are generally self-synchronizing, and applica-
tion state can be saved and restored much more quickly
than a given system’s mean time to interrupt (MTTI). All
of these factors have kept the overheads of traditional check-
point/restart on current systems limited to a modest portion
(currently perhaps 10-25%) of an applications total time
to solution. For future extreme-scale systems, a number
of these assumptions may change such that the overheads
of traditional checkpoint/restart could become prohibitively
expensive [29, 10, 39].
Unreliable systems are nothing new. For example, ASCI

White originally had a Mean Time Between Failure (MTBF)
of only 5 hours [41]. This was later improved to ~50 hours,
but exascale-class systems will observe failure rates signifi-
cantly higher than even poorly behaving HPC systems of the
past. Worse than that, the methods to alleviate the impact
of failures on system performance, not only add overhead,
but also increase power consumption. Figure 1 exemplifies
the problem: The time to checkpoint and restart increases
exponentially with system size. These are high-power oper-
ations and, therefore, energy consumption will also increase
at a much higher rate than the increase in number of sockets
would suggest.
A number of recent studies show that general power con-

sumption can be reduced during writing of a checkpoint to
stable storage [36, 25]. The CPU is the largest consumer
of power on an HPC node, but its power consumption can
be controlled using Dynamic Voltage and Frequency Scaling
(DVFS). The prior work suggests that during the I/O inten-
sive checkpoint and restart operations, throttling the CPU
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Figure 1: Percent of wall-clock time spent in each
coordinated checkpointing component using a vali-
dated simulator [33]. Checkpoint commit time is 15
minutes, a value shown seen on many extreme-scale
systems [4, 11]; and a node MTBF of 15 years [39],
using the optimal checkpoint interval from Daly [6].

can save power without impacting checkpoint performance.
In this work, we use a previously published [18] frame-

work for examining component-level power consumption to
measure the energy cost of checkpoint operations to local
SSD’s and remote storage. For remote operations we com-
pare the power consumption of IP and RDMA, both over an
InfiniBand network. With these baselines in place, we then
use DVFS to throttle CPU speed during checkpoint writes
to measure the energy savings and performance impact. We
find that overall energy savings of 10% are possible with ac-
tual HPC workloads. Furthermore, the choice of network
protocol and local versus remote storage have important en-
ergy consumption impacts that needs to be considered when
designing fault tolerance protocols that make use of hierar-
chical storage.

2. EXPERIMENTAL RESULTS
Before we present results, we explain our experimental

methodology and the framework we used. We then mea-
sure the effect of lowering the frequency and voltage of the
CPU during a checkpoint write operation to local and re-
mote storage. For remote I/O over InfiniBand, we switch
between the IP and the RDMA protocol and evaluate each.
We then repeat these three experiments for two applications
and analyze the results.

2.1 Methodology
We used DVFS to vary the CPU frequency and voltage

during a checkpoint write to determine the potential en-
ergy savings available. Using DVFS, several different dis-
crete “gears” are available for CPU frequency; we explored
all those available on the testbed hardware. We gathered
component-level power consumption data from several nodes,
and did this while checkpointing to local and remote stor-
age. For remote access, we used two NFS solutions: one
using the kernel network stack and the other using the IB
RDMA interface.

2.2 Experimental Framework
We measured power consumption on a cluster with 104

nodes, each equipped with an AMD Llano Fusion APU,
which is a 4-core AMD K10 x86 paired with a 400-core
Radeon HD 6550D. For our experiments we only used the
x86 cores, ignoring the available GPU. The CPU frequency
and voltage are modified using the powernow_k8 kernel
module. There are six available gears ranging from a fre-
quency of 3.8 GHz down to 1.4 GHz.
Component level power measurements of the CPU, mem-

ory, on-node SSD device, motherboard and the Qlogic QDR
InfiniBand HCA were performed using a custom designed
power measurement system. More detail about the system
is available in [18].
We used LAMMPS [32], a molecular dynamics code, and

HPCCG, a conjugate gradient solver from Sandia’s man-
tevo suite [38] as the MPI applications for our experiments.
Both are important as they represent a range of compu-
tational techniques. LAMMPS is a production level code
that is frequently run at very large scales on U. S. Depart-
ment of Energy leadership class systems, while HPCCG is a
mini-app that is representative of a real, finite element code.
Both used Open MPI and the built-in BLCR [14] support
for checkpointing.

2.3 Local Checkpoint Power Profile
Checkpointing is an I/O intensive operation and previous

work has indicated that CPU utilization is low during a local
checkpoint [36]. This section explores what energy savings
may be possible when checkpointing to a local SSD. Fig-
ure 2(a) shows the component level power profile of 4 nodes
running at full processor speed performing a local coordi-
nated checkpoint. As the processes pause their execution
there is a drop in the amount of power consumed by the
CPU, even without modifying the operating voltage or fre-
quency of the processor. This initial result indicates that
there is an opportunity to save energy by reducing the clock
frequency and voltage of the processor.
Observe in Figure 2(a) that even though CPU power con-

sumption drops during a checkpoint, the CPU is still the
dominant consumer of power. All other components con-
sume less than half the power consumed by the CPU. This
makes CPU power an excellent candidate for energy savings
during checkpoints. SSD power consumption does increase
during the checkpoint, but it is not as promising a candidate
for energy savings as the CPU as the percentage of energy
consumed by the SSD is far less than that of the CPU.
Figure 2(b) shows the result of checkpointing with the

processor frequency set to 1.4 GHz, the lowest possible gear.
Reducing the CPU frequency (and voltage) reduces total
energy consumption and smooths out power consumption
during the checkpoint time. During the I/O operation, there
are times that the CPU is blocked in a busy loop waiting for
the I/O to complete. This polling for I/O completion can
lead to small power spikes. By reducing the CPU frequency,
these spikes occur less frequently because the CPU is less
likely to block on I/O.
Reducing the CPU frequency during checkpoint causes the

operation to take slightly longer. In Figure 2(c) we compare
the consumed energy during the checkpoint time and the
total execution time for the operation. We show the results
for all 6 available voltage and frequency gears in our envi-
ronment. To compare both time and energy in the same
figure, we normalized the values to the highest measured.
This figure confirms that during extended local I/O opera-
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Figure 2: Local SSD. Component level power profile during a coordinated checkpoint of HPCCG in a 4-node
cluster using 16 processes, each process checkpoint was approximately 1.5GB. The Time versus Energy plot
shows the energy and time to complete the checkpoint operation over 10 separate runs. Error bars are the
standard deviation.
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(c) Time vs Energy

Figure 3: Remote SSD using IP over InfiniBand. Component level power profile during a coordinated
checkpoint of HPCCG in a 4-node cluster using 16 processes, each process checkpoint was approximately
1.5GB. The Time versus Energy plot shows the energy and time to complete the checkpoint operation over
10 separate runs. Error bars are the standard deviation.
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Figure 4: Remote SSD using RDMA over InfiniBand. Component level power profile during a coordinated
checkpoint of HPCCG in a 4-node cluster using 16 processes, each process checkpoint was approximately
1.5GB. The Time versus Energy plot shows the energy and time to complete the checkpoint operation over
10 separate runs, error bars are the standard deviation.



tions, reducing the CPU power has little effect on the time
to completion, but can save up to 25% of the total energy.
These results are very encouraging, but for a checkpoint

to be usable it must be stored on a device that is failure
independent of the node performing the computation. In
practice this means that writing a checkpoint also includes
a network operation, to copy or stream the checkpoint data
to a network storage device. The next section will explore
the power profile of writing a checkpoint to a network device.

2.4 Power Consumption by Network Type
Checkpoints are clearly I/O bound operations, and check-

pointing to a remote location will therefore be network inten-
sive. CPU involvement in the network operations is highly
dependent upon both the software and hardware being uti-
lized. If network operations require significant CPU re-
sources, reducing processor frequency can have a significant
effect on the time necessary to write a checkpoint. This
will impact the potential energy savings for checkpointing
over a network. In order to study the effect of distributing
checkpoints across a network we chose to store checkpoints
in neighboring compute nodes. Because this is a coordi-
nated checkpoint there should be no interference with the
MPI application being checkpointed. We tested two differ-
ent network configurations using NFS: IP over InfiniBand
and RDMA over InfiniBand.
Both of the network configurations tested use InfiniBand

network hardware. InfiniBand networks can be implemented
as an offloaded or onloaded, or partially onloaded and of-
floaded solution. This paper examines the energy consump-
tion of a system with a partially onloaded InfiniBand Qlogic
host channel adapter (HCA). With a fully offloaded Infini-
Band HCA, such as those from Mellanox, the CPU utiliza-
tion during the checkpoint could reasonably be expected to
be lower, and therefore greater savings may be possible.

2.4.1 IP over InfiniBand
IP over InfiniBand (IPoIB) is a protocol that allows en-

capsulating IP packets for their transmission over Infini-
Band network hardware [5]. This requires mapping IP ad-
dresses to InfiniBand subnets that support IPoIB. The un-
derlying network driver/hardware is an InfiniBand HCA,
which transmits the encapsulated packets inside of native
InfiniBand messages. IPoIB utilizes portions of the kernel
IP networking stack, and associated upper layer transports
(e.g. TCP/UDP). Therefore, the performance benefits of
OS bypass is not available to IPoIB applications and CPU
load is increased over native IB. IPoIB therefore provides
the convenience of a socket interface to an application but
with the drawback of a performance penalty.

2.4.2 RDMA over InfiniBand
Remote Direct Memory Access (RDMA) is a key feature

of InfiniBand networks. It allows for a source node to trans-
mit data directly into a target node’s memory. There are
two methods for performing RDMA. The send/recv method
uses target side “recv” queue (RQ) entries that are matched
to incoming messages. These RQ entries indicate where a
given message should be placed in memory, which can be an
application’s buffer, avoiding any intermediary copies that
would otherwise be performed in a typical kernel network
transport communication.
The other method of performing RDMA is theWrite/Read

approach, which has the source node include all of the infor-
mation on where the data is to be placed in the target node’s
memory. This requires that the source node has knowledge
of the target node’s memory, including what areas are des-
ignated for that source node’s messages. This is typically
accomplished through an exchange of data prior to RDMA
communication, or through buffer advertisement while com-
munication is ongoing.
RDMA can provide very low latency networking, and small

message RDMA operations can have sub-microsecond laten-
cies, while large messages can have very high throughput.

2.4.3 Remote Checkpoint Power Profile
Figure 3 shows the power profile of writing a checkpoint

over a network using IP over InfiniBand. When execut-
ing the checkpoint at full speed there is significantly more
CPU activity than that observed for local SSD checkpoints
(Figure 2). This increased CPU utilization is due to the
network stack processing required by our onloaded Infini-
Band hardware. Reducing the CPU speed reduces the en-
ergy consumption significantly while even potentially in-
creasing checkpoint performance. This result is encourag-
ing and shows that reducing CPU power can result in en-
ergy savings with little additional overhead, and in the case
where resource contention was causing slowdown, actually
increase checkpoint efficiency.
It would be reasonable to expect that a local SSD check-

point would be faster than a network operation, however we
consistently saw full speed IP over InfiniBand and RDMA
outperform local SSD writes, albeit only by a small amount.
The reason for this unexpected result is the buffering be-
havior of NFS. Due to it’s write buffers, NFS reports to the
client that the write operation is complete as soon as the
entire message has been buffered at the server. The actual
write to disk then finishes, allowing the client to proceed
with computation. This results in the network copy appear-
ing to be slightly faster than the local SSD write, as local
SSD write-caching is not available in the Linux kernel we
used for testing. As can be observed in 3(c), reducing the
CPU power during checkpoint operation can save 50% of
the consumed energy. Further research is necessary to de-
termine the impact that the NFS buffered writes might have
upon energy and time to solution.
In contrast, Figure 4(a) shows a near constant use of the

CPU during the RDMA network transfer. Although, in
principle, RDMA is OS bypass and can be offloaded, our
interface cards make heavy use of the CPU during RDMA
transmission. With an un-throttled CPU, the transmission
is slightly faster than IPoIB. Reducing the CPU speed we
observe that RDMA takes significantly longer than it did at
3.8 GHz. Figure 4(c) shows that while we can save 15% of
the energy, this causes the checkpoint time to nearly double.

2.5 Checkpoint Energy over Application Exe-
cution

In the previous sections we examined the power profile of
a single checkpoint event during the execution of HPCCG.
In this section, we look at the power profile over three check-
points taken during a run of LAMMPS using the Lennard-
Jones workload.
Figure 6(a) shows the power profile of LAMMPS when

the three checkpoints go to the local SSD. During the local
checkpoints, the CPU power consumption is considerably



3 Checkpoints
BLCR Enabled

0 Checkpoints
BLCR Enabled

0 Checkpoints
BLCR Disabled

0.0

0.2

0.4

0.6

0.8

1.0

1.2

N
o
rm

a
liz

e
d
 A

v
e
ra

g
e

Energy
Time

Figure 5: Time to solution and energy consumed
for LAMMPS using different configurations. These
experiments were ran using Open MPI 1.3.4.

reduced. However, when writing remote checkpoints, shown
in Figure 7(a) and 8(a), the CPU power is much higher dur-
ing these times. With reduced CPU frequency shown in
Figures 6(b), 7(b) and 8(b), we see a drop in power con-
sumption and an increase in execution time, particularly for
the off-node operations.
By focusing on the checkpoint event itself in previous ex-

periments, we were able to draw some conclusions regarding
the use of DVFS during those events. However, when eval-
uating the energy and time to solution we found that the
variance of the application runtime was too high to draw
any conclusions. This was unexpected as LAMMPS typ-
ically has very little variance in execution time. Further
investigation determined that the variance was introduced
by a helper thread for Open MPI’s BLCR support. Fig-
ure 5 shows the effect BLCR support in Open MPI has on
LAMMPS runtimes even when no checkpoints are taken.
The amount of variance is further magnified when check-

points are actually written. This is because the time to
coordinate the checkpoint is dependent upon how far into
the application execution it is requested. The variance in-
troduced by Open MPI BLCR support moves this request
from run to run and obscures conclusions. Therefore, we do
not show energy graphs for the overall application run.
We can, however, conclude from the power profiles that

the behavior during the checkpoint event is the same even
when executing multiple checkpoints over the execution of
the application. Because these profiles show the similar be-
havior to that found in the HPCCG experiments, this should
translate to energy savings in the overall application execu-
tion. Future work will need to address the variance intro-
duced by the checkpointing support in Open MPI to be able
to confirm this conclusion.

3. RELATED WORK
DVFS is a mechanism by which the frequency and volt-

age of a processor can be scaled during CPU operation.
Power can be approximated by P = αCV 2f , where α is
the activity factor of the CPU, C is the capacitance, V the
voltage and f the frequency. The reduction in both the fre-
quency and voltage of a processor has a cubic relation to the
amount of power (instantaneous energy consumption) of a
CPU. DVFS [30] and clock throttling [26] are leveraged by
energy saving techniques since CPU power currently domi-

nates overall system power consumption [15].
Power awareness is a mature research area and several en-

ergy saving runtime techniques [13, 15, 16, 22, 23, 24, 34,
43] have been proposed, mostly concentrating on portions
of execution that exhibit enough slack to take advantage of
a lower CPU operating frequency. These are runtime meth-
ods and use whole system activity via performance moni-
toring counters (PMCs) or specific communication middle-
ware (e.g. MPI) calls to identify periods of slack. While
these methods may be able to adapt to I/O phases during
resilience events, they are not specifically designed to take
advantage of the explicit notification that such an event is
starting or ending. For adaptive methods, this leads to de-
lays between the event occurring and its identification. This
leads to energy inefficiency at the beginning of a checkpoint
operation and computational inefficiency at the end of a
checkpoint.
The energy consumption of systems during checkpoints

was studied in [7] for a variety of checkpointing methods.
Models have been developed [25] for coordinated, uncoor-
dinated (message logging) and parallel recovery methods.
However, none of the assessments of the energy consump-
tion of checkpoints to remote storage have considered CPU
frequency scaling during checkpoints. Therefore, while the
power profile of several systems is understood during check-
pointing, the potential energy savings of DVFS and the cor-
responding performance penalties are unknown.
The energy efficiency of local I/O for checkpoint oper-

ations has been assessed, and a scheme for saving energy
during local I/O operations using DVFS has been proposed
in [36]. The energy efficiency and the corresponding impact
on performance shown in [36] is encouraging and confirmed
in this paper. We go one step further and also evaluate
DVFS power throttling during remote I/O operations.
Prior work has only provided whole system energy/power

measurement, while this paper explores the energy/power
characteristics of individual system components during the
checkpoint. This allows for a more comprehensive analysis
of the system behavior during checkpointing. In addition, all
of the work on checkpoint energy to date has used sampling
equipment with a 1 second sampling period. This paper uses
a higher sampling rate, and the samples were taken from the
output side of the power supply (not between the power sup-
ply and the wall plug). The in-system measurement demon-
strates the energy/power profile without the variation that
may be caused due to different power supply efficiencies.
There has been a great effort in the community to opti-

mize rollback/recovery protocols. These optimizations take
a number of forms: from committing checkpoints to high-
bandwidth stable storage (e.g. NVRAM [21, 8]), methods
which decrease the time to write each individual checkpoint
(e.g. incremental checkpointing [3, 37, 1, 12], multi-level
checkpointing [44, 31, 27], remote checkpointing [42, 45],
and checkpoint compression [17]), and methods that de-
crease the number of checkpoints that must be taken per
unit time (e.g. replication [10]). With these advances, there
is a strong belief that that checkpoint/restart methods will
continue to be viable for future extreme-class platforms.
Consequently, saving energy during rollback/recovery op-
erations is of great interest to the research community.
In addition to coordinated checkpoint/restart, uncoordi-

nated or asynchronous checkpointing [2, 19, 20] has been
suggested as an alternative resilience mechanism. Unco-
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Figure 6: Local SSD. Component level power profile during three coordinated checkpoints of a LAMMPS
application run within a 4-node cluster using 16 processes, each process checkpoint was approximately 700MB.
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Figure 7: Remote SSD using IP over InfiniBand. Component level power profile during three coordinated
checkpoints of a LAMMPS application run within a 4-node cluster using 16 processes, each process checkpoint
was approximately 700MB.
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Figure 8: Remote SSD using RDMA over InfiniBand. Component level power profile during three coordinated
checkpoints of a LAMMPS application run within a 4-node cluster using 16 processes, each process checkpoint
was approximately 700MB.

ordinated checkpointing allows each process to checkpoint
independently, thereby avoiding synchronization overheads
and reducing I/O contention. Uncoordinated checkpointing
protocols do not require non-failed nodes to rollback. Meth-
ods used in this work to optimize energy consumption hold

relevance to uncoordinated checkpointing as well.

4. CONCLUSIONS AND FUTURE WORK
This work demonstrates there is potential for realizing

energy reduction during checkpointing events using DVFS –



all while having little to no impact on checkpointing perfor-
mance. More specifically, we show a maximum 50% energy
savings by throttling CPU power consumption during I/O
intensive checkpoint operations. Given that these check-
point operations can consume 20% of an applications total
runtime (see Figure 1), this leads to a possible 10% total
application energy savings from DVFS with checkpointing.
We also show that this potential is highly dependent upon
the network characteristics. For the Qlogic InfiniBand cards
in our test cluster, the opportunity to save energy is small
compared to the benefits seen committing checkpoints to lo-
cal storage due to network onload versus offload issues. The
onloaded interface used showed IPoIB, while slower than
RDMA, has the greater potential to save energy during large
I/O operations. This result is in contrast to general obser-
vations in existing literature, as this is the first of its kind
to explore DVFS techniques using IP over InfiniBand and
RDMA during checkpoint operations.
Understanding the potential energy savings during check-

pointing periods as well as the interplay between CPU per-
formance and checkpoint commit speed provides the build-
ing blocks for future power-aware checkpointing research.
In a broader scope, this work demonstrates that checkpoint
events can involve significant amounts of CPU usage de-
pending on the system configuration. We believe this find-
ing could have potential impact on the performance of re-
cently suggested staged checkpoints, in which checkpoints
are written locally then copied over the network while the
application continues to execute. If one has a system in
which the CPU is heavily involved, the copy operation will
be slower than expected and will likely interfere significantly
with application progress.
Going forward, we will explore energy savings using a

fully offloaded InfiniBand network card. We believe the en-
ergy savings possible will more closely match those found
in the local checkpoint case. We also plan on exploring the
use of more traditional parallel file systems in addition to
our local storage system presented in this paper. Addition-
ally, we are exploring energy optimizations in other parts
of rollback/recovery; for example, the restart and rework
phases. Lastly, we plan to explore different checkpoint meth-
ods, including uncoordinated checkpointing. Our hypothesis
is that uncoordinated checkpointing will benefit from these
techniques. However, due to the lack of coordination, the
performance implications are not clear.
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