
CS2710/ISSP2160 

Homework 7 Solutions  

 

 

 
 

 

2: Probability  

 
Let D denote the event "having the disease" and let + denote the event "test positive" 

 

We are given the following information: 

P(D) = 0.02   

which implies P(not D) = 0.98   

P(not + | D) = 0.06 

which implies P(+ | D) = 0.94   

P(+ | not D) = 0.09   

First, we compute P(+)   

= P(+ AND D) + P(+ AND (not D)) 

= P(+ | D) P(D) + P(+ | not D) P(not D) 

= 0.94 x 0.02 + 0.09 x 0.98 

= 0.107 

We would like to know P(D | +)   

= P(+ | D) x P(D) / P(+) 

= 0.94 x 0.02 / 0.107 

~= 0.1757 



 
 

 

 

 

 

 

 

 
 
 
 
 



 
 

 

 

 

 

In addition:  
P(Battery = T) × P(Radio = T|Battery = T) × P(Ignition = T|Battery = T) × P(Gas = F) × 
P(Starts = T|Gas = F, Ignition = T) ×P(Moves = F|Starts = T) 
 
 
 
 



 

4. More Bayesian Networks  

(blind approach: 5) P(M = F) = b {T,F} r {T,F} i{T,F} g{T,F} s{T,F} 

P(B = b) × P(R = r|B = b) × P(I = i|B = b) × P(G = g) × P(S = s|G = g, I = i) × P(M = F|S = s) 

 
One way to interleave the expressions is as follows:  

P(M = F) = b {T,F}  P(B = b)  

X [  r {T,F} P(R = r|B = b) ] 

X [ i {T,F} P(I = i|B = b)  x { g{T,F} P(G = g) × ( s {T,F} P(S = s|G = g, I = i) × P(M = F|S = s)}] 

 

We can directly eliminate the sums over Radio values since they must add up to 1  
 
 

5. Diagnosis using Bayesian Networks  
 

The diagnostic probability can be rewritten as the ratio of two joint probabilities: 
 
P(Pn = T|Fe = T, Pa = F, Cou = T,HWBC = F)  
= 
P(Pn = T, Fe = T, Pa = F, Cou = T,HWBC = F) /  P(Fe = T, Pa = F, Cou = T,HWBC = F) 
 
The numerator of the fraction is the full joint probability and thus can be rewritten as a 
product of conditionals: 
 
P(Pn = T, Fe = T, Pa = F, Cou = T,HWBC = F)  
=  
P(Pn = T)P(Fe = T|Pn = T)P(Pa = F|Pn = T)P(Cou = T|Pn = T)P(HWBC = F|Pn = T) 

 
On the other hand the denominator is not a full joint so we express the probability in 
terms of the sum of the full joint probabilities, and second we express the full joint 
probabilities as the product of the belief network conditionals: 
 
P(Fe = T, Pa = F, Cou = T,HWBC = F)  
=  

p {T,F} P(Pn = p, Fe = T, Pa = F, Cou = T,HWBC = F) 

=  

 p{T,F} P(Pn = p)P(Fe = T|Pn = p)P(Pa = F|Pn = p)P(Cou = T|Pn = p)P(HWBC = F|Pn = p) 

 
This makes it possible to compute the queries directly from the probability distribution 
tables provided above. That is: 
 
P(Pn = T|Fe = T, Pa = F, Cou = T,HWBC = F)  
= 
(0.02 × 0.9 × 0.3 × 0.9 × 0.2) / (0.02 × 0.9 × 0.3 × 0.9 × 0.2 + 0.98 × 0.6 × 0.5 × 0.1 × 
0.5) 
= 0.062021 
 



 

6. JavaBayes 
 

The diagnostic probability can be rewritten as the ratio of two joint probabilities: 
1. 

a. .9329 
b. P(Lights | BatteryPower=Good) = .9 

P(Lights | BatteryPower=Poor) = 0.0 
c. .5889 

2 
a. .9995 
b. .9532 
c. .9995 
d. .9997 

3 
P(Radio = Dead, Lights = NoLight|BatteryPower = Good) 
= P(Radio = Dead|Lights = NoLight, BatteryPower = Good) x P(Lights = NoLight|BatteryPower = 
Good) 
= 0.1 x 0.1 = 0.01 


